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Abstract: Detecting relations between entities across multiple sentences in a document, referred

to as document-level relation extraction, poses a challenge in natural language processing. Graph

networks have gained widespread application for their ability to capture long-range contextual

dependencies in documents. However, previous studies have often been limited to using only

two to three types of nodes to construct document graphs. This leads to insufficient utilization of

the rich information within the documents and inadequate aggregation of contextual information.

Additionally, relevant relationship labels often co-occur in documents, yet existing methods rarely

model the dependencies of relationship labels. In this paper, we propose the Interaction and Fusion

of Rich Textual Information Network (IFRTIN) that simultaneously considers multiple types

of nodes. First, we utilize the structural, syntactic, and discourse information in the document

to construct a document graph, capturing global dependency relationships. Next, we design a

regularizer to encourage the model to capture dependencies of relationship labels. Furthermore, we

design an Adaptive Encouraging Loss, which encourages well-classified instances to contribute

more to the overall loss, thereby enhancing the effectiveness of the model. Experimental results

demonstrate that our approach achieves a significant improvement on three document-level relation

extraction datasets. Specifically, IFRTIN outperforms existing models by achieving an F1 score

improvement of 0.67% on Dataset DocRED, 1.2% on Dataset CDR, and 1.3% on Dataset GDA.

These results highlight the effectiveness of our approach in leveraging rich textual information

and modeling label dependencies for document-level relation extraction.
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1 Introduction

Relation extraction is an essential task in natural language processing, providing support
for downstream tasks such as knowledge graphs [Ji et al., 2021, Zhou et al., 2021],
search engines [Seymour et al., 2011], social media data analysis [Anitha et al., 2020],
text networks [Belfin et al., 2020], and question answering [Kolomiyets and Moens,
2011]. Predicting relationships between entities from multiple sentences is referred to
as document-level relation extraction, which is more challenging and better suited for
practical applications compared to sentence-level relation extraction.

Figure 1 illustrates an example from the document-level relation extraction dataset,
DocRED. The entities “ Fort Sumter” and “Charleston” appear in the first sentence, and
their close proximity, along with the key information “in,” makes it easy to recognize that
“Fort Sumter” is located in the area of “Charleston.” However, the entities “American
Civil War” and “Confederate” appear in the first and eighth sentences, respectively.
Identifying their relationship requires integrating contextual information across sentences.
It involves analyzing that the “two battles” of the “American Civil War” occurred at “Fort
Sumter.” Additionally, it requires recognizing that the “fort” mentioned in the eighth
sentence refers to “Fort Sumter” in the first sentence, and that “it” refers to the “fort,”
indicating that “Fort Sumter” was controlled by the “Confederate,” as in “it remained in
Confederate hands.”

Figure 1: An example from DocRED

Therefore, the complete relation support chain from the head entity ”Confederate” to
the tail entity “American Civil War” is “Confederate” - “remained in ... hands” - “it” -
“fort” - “Fort Sumter” - “two battles” - “American Civil War.” This example demonstrates
that document-level relation extraction requires models to have the capability to integrate
contextual information.

Document-level relation extraction methods can be summarized into sequence-based
methods and graph-based methods. Sequence-based methods directly utilize neural
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architectures or pre-training models to model the entire document. For instance, local
context pooling was proposed by [Zhou et al., 2021] to make different entity pairs pay
attention to different context information. They introduced an adaptive threshold to reduce
decision errors to tackle the multi-label problem. [Xu et al., 2021a] summarized various
kinds of mention dependencies, and they integrate these dependencies into self-attention
mechanisms and throughout the overall encoding stage. However, these models often
ignore the structural information of documents, which can be used as prior knowledge to
help the model understand relationships between entities.

Graph-based methods capture structural information through multiple iterations and
establish long-distance dependencies. However, previous methods have modeled in a
coarse-grained manner, leading to the loss of important information that contributes to
identifying relationships. For example, [Sahu et al., 2019] and [Nan et al., 2020] con-
structed document graphs using syntactic dependency relationships but focused primarily
on local dependencies. To overcome these limitations, we propose the Interaction and
Fusion of Rich Textual Information Network (IFRTIN), which considers multiple types
of nodes to construct a comprehensive document graph.

To tackle these problems, we propose an Interaction and Fusion of Rich Textual
Information network to simultaneously consider multiple types of information. First, we
construct a document graph based on the structural, syntactic, and discourse information
in the document, modeling the global interaction between words, mentions, entities,
elementary discourse units, sentences, and documents. Then, we build a label dependency
graph based on the relationships appearing in the document. This graph consists of intra-
sentence and inter-sentence labels, and the dependencies between labels are learned under
the influence of a regularizer. Additionally, to address the common problem of decreased
model performance due to a focus on more challenging classifications in document-level
relation extraction models, we propose an Adaptive Encouraging Loss.

Our contributions can be summarized as follows:
• Proposing a document-level relation extraction model based on the Interaction

and Fusion of Rich Textual Information, which effectively models interactions between
entities using rich information within the document, enabling simultaneous extraction of
inter-sentence and intra-sentence relations.

•We introduce a new regularizer to constrain the representation vectors learned by
GCN in predicting the graph and the gold dependency graph, capturing dependencies
between relationship labels.

•We design an Adaptive Encouraging Loss, which encourages well-classified in-
stances to make a greater contribution to the overall loss in order to enhance the effec-
tiveness of the model.

• Demonstrating the superior performance of our model on three dataset through
extensive experiments, validating the effectiveness of our proposed approach.

2 Motivation and Related Work

2.1 Sentence-level Relation Extraction

The goal of relation extraction is to identify the relationships between entities within
specific texts. Early approaches, such as those by [Agichtein and Gravano, 2000, Rink
and Harabagiu, 2010], relied on statistical machine learning techniques to determine
relationships within single sentences. These methods heavily depended on manually
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crafted features, resulting in performance limitations and the potential for error propaga-
tion. With the advent of neural networks, researchers like [Zhang et al., 2017, Guo et al.,
2021] shifted towards automatic feature extraction using these advanced models. [Wang
et al., 2016] introduced a multi-level attention convolutional neural network (CNN),
which utilized entity-specific attention in the input layer and relation-specific pooling
attention in the pooling layer to identify patterns within diverse contexts. [Zhou et al.,
2016] utilized attention mechanisms alongside Bidirectional Long Short-Term Memory
(BiLSTM) networks to pinpoint crucial word information for relation classification. [Luo
et al., 2017] implemented a curriculum learning approach to train adaptable transition
matrices. [Ji et al., 2017] introduced a sentence-level attention model that selected multi-
ple relevant sentences from a document and enriched entity representations with detailed
descriptions. [Zhu et al., 2019] established fully connected graphs to support multi-hop
relation reasoning. [Guo et al., 2019] leveraged dependency structures to form sentence
graphs, which were then refined using attention-based pruning.

The relation between entities is usually inferred from multiple sentences in the real
world. Therefore, more and more work has begun to attach importance to document-level
relationship extraction [Han and Wang, 2020, Kuang et al., 2022, Wang et al., 2020b, Li
et al., 2022, Liu et al., 2020].

2.2 Document-level Relation Extraction

Sequence-based methods and graph-based methods are the main methods of document-
level relation extraction.

The sequence-based methods directly utilize neural architectures or pre-training
models to model the entire document. [Ye et al., 2020] introduced mention reference
prediction to do pre-training tasks. In this way, the model could learn much coreference
information. A multi-task learning method based on reference parsing was proposed by
[Eberts and Ulges, 2021] to achieve end-to-end joint relation extraction. They extracted
entity sets in documents and used multi-instance learning to predict relationships be-
tween entities by combining global-level entity representation with local-level mention
representation. [Xu et al., 2021a] summarized various kinds of mention dependencies,
and they integrate these dependencies into self-attention mechanisms and throughout
the overall encoding stage. [Zhou et al., 2021] introduced local context pooling to make
different entity pairs pay attention to the different context information and an adaptive
threshold to reduce decision errors. [Dong and Xu, 2023] improved the model’s under-
standing of coreference information by implementing mention replacement and used
contrastive learning to better perceive relation distances.

Because graph neural networks can simulate the interaction between nodes, a large
number of document-level relation extraction models [Zeng et al., 2021, Xu et al., 2021b,
Sun et al., 2022] are based on graph structure. [Sahu et al., 2019] constructed a document
graph, using syntactic parsing to model local dependencies, and utilizing coreference
resolution and other semantic dependencies to model non-local dependencies. Various
types of nodes and edges were introduced by [Christopoulou et al., 2019] to create a
document graph that expresses entity relations through edge representations formed as
paths between nodes. To overcome the problem of the document graph modeling a large
number of entity pairs with no relationship, [Xu et al., 2021c] proposed a re-constructor
to reconstruct the ground-truth path dependencies from the document graph. In this way,
the model would focus on related entity pairs. [Wang et al., 2020a] created a graph with
heuristic rules to learn global entity representations and used multi-head attention to
learn local entity representations. Two graphs were constructed by [Zeng et al., 2021]
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for reasoning. One was the mention-level graph, which is responsible for simulating
the interaction between different mentions. The other was the entity-level graph, which
inferred the relationship between entities through path attention. [Nan et al., 2020]
utilized structural attention to capture global dependency. Wang et al. [Wang et al., 2021]
utilized discourse information to construct a document-level graph for capturing semantic
dependencies between text units. Wan [Wan et al., 2023] reconstructed the document
by region and introduced bridge entities to construct a dependency structure, aiming
to improve the efficiency of relation extraction. [Liu et al., 2023] captured semantic
information within documents by constructing document-level graphs and modeled
long-distance relations between entities by creating entity-level graphs.

2.3 Research Questions

Despite the promising results achieved by sequence-based methods and graph-based
methods in the field of document-level relation extraction, they still have certain limi-
tations. On one hand, sequence-based methods often ignore the structural information
of documents, which can serve as prior knowledge to help the model understand rela-
tionships between entities. On the other hand, graph-based methods tend to model in a
coarse-grained manner, leading to the loss of important information that contributes to
identifying relationships.

Based on the gaps in the existing research, we formulate the following research
questions:

RQ1: How can we effectively model the rich structural, syntactic, and discourse
information in a document to improve document-level relation extraction?

RQ2: Can the integration of multiple types of nodes (e.g., words, mentions, entities,
discourse units) into a single document graph enhance the performance of relation
extraction models?

RQ3: How does modeling the dependencies of relationship labels impact the accuracy
of document-level relation extraction?

2.4 Contribution

The IFRTINmodel addresses aforementioned several research questions. By constructing
a more comprehensive document graph and utilizing advanced regularization techniques,
our model achieves superior performance in document-level relation extraction tasks.
Specifically, our experiments demonstrate significant improvements on three datasets:
DocRED, CDR, and GDA, highlighting the effectiveness of our approach.

Rich Representation of Document Information: By incorporating multiple types of
nodes, IFRTIN captures a broader range of information within documents. This allows for
more nuanced reasoning between entities, especially those that are not directly connected.

Regularizer for Relationship Label Dependencies: The regularizer helps in learn-
ing dependencies between relationship labels, which is often overlooked in traditional
methods. This improves the model’s ability to predict complex relationships accurately.

Adaptive Encouraging Loss: This novel loss function encourages instances that are
well-classified to contribute more to the overall loss, enhancing the model’s effectiveness
in handling diverse and challenging classifications.

Experimental Validation: Our extensive experiments validate the superior perfor-
mance of IFRTIN over existing models. The F1 score improvements on the DocRED,
CDR, and GDA datasets underscore the practical applicability and robustness of our
approach.
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In conclusion, the IFRTIN model represents a significant advancement in document-
level relation extraction by leveraging rich textual information and advanced regulariza-
tion techniques. Our contributions pave the way for more accurate and efficient extraction
of relationships in complex documents, addressing key challenges in the field and setting
a new benchmark for future research.

3 Study Design

The study aims to enhance document-level relation extraction by constructing a compre-
hensive document graph and capturing label dependencies through innovative network
design. The proposed Interaction and Fusion of Rich Textual Information Network
(IFRTIN) integrates multiple types of nodes and utilizes advanced regularization tech-
niques to achieve superior performance.

3.1 Methodology

As shown in Figure 2, our IFRTIN framework consists of four parts: (i) the Encoder;
(ii) the Document Hierarchical GCN; (iii) the Classifier (iv) and the Relation Type
Dependency-based Regularizer.

Figure 2: The architecture of our model IFRTIN

3.1.1 Task Formulation

Given a document d = {xi}Nd
i=1 containing multiple sentences s = {si}Ns

i=1 and entities

e = {ei}Ne
i=1, the aim is to extract relation r from R between head and tail entities
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(eh, et), where R is a pre-defined set of relations and r may have one or more. In the

document, each entity ei may occur multiple times by mentionsmi = {mij}Nmi
j=1 .

3.1.2 Encoder

Given the promising performance of pre-trained language models in various downstream
tasks, we use BERT to encode document d:

[h1, h2, ..., hNd
], A = Encoder([x1, x2, ..., xNd

]), (1)

where A is a multi-head attention matrix output by the encoder.
Following [Soares et al., 2019] and [Shi and Lin, 2019], we insert a symbol ”*” at the

beginning and end of each mention to mark the entity positions. We take the embedding
of ”*” before each mention as the mention embedding:

mij = haij , (2)

wheremij is j-th mention of i-th entity, aij is the position of ”*” before themij .
For an entity ei, we leverage a smooth version of max pooling – logsumexp pooling

[Jia et al., 2019] to obtain the entity embedding:

ei = log

Nei∑
j=1

exp(mij), (3)

where eiεR
d. In this way, we aggregate different mentions information belonging to the

same entity.
Similarly, we also apply logsumexp pooling to obtain the sentence embedding:

si = log

Nsi∑
j=1

exp(hij), (4)

where siεR
d.

We then use the embedding of [CLS] as document embedding. Besides, for an
entity pair (eh, et), we compute its context representation ch,t based on well-learned
dependencies from the pre-training language model:

ch,t = HT Ah ·At

1T (Ah ·At)
, (5)

where Ah is attention from the i-th entity to all tokens in the document. Similar for At.
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3.1.3 Document Hierarchical GCN

As shown in Figure 2, we can construct a document-level graph based on the syntactic,
structural, and discourse information implied in the document. The document-level graph
consists of six types of nodes and seven types of edges. To capture the rich contextual
information in documents, we constructed a document graph incorporating various node
types:

Word Nodes: Represent individual words in the document. Mention Nodes: Represent
mentions of entities. Entity Nodes: Represent unique entities linked by coreference
resolution. Discourse Units: Represent discourse elements derived from discourse parsing.
Edges between nodes were established based on syntactic dependencies, coreference
links, and discourse relations, resulting in a global graph structure that captures long-range
dependencies.

However, in this graph, interactions between the lower-order word nodes and the
higher-order document nodes require passing through at least four other types of nodes.
To address the issue of long interaction distances between nodes, we use entity nodes as
intermediate nodes to partition the document-level graph into lower-order and higher-
order subgraphs, respectively, to learn useful information.

Lower-order Subgraph
The lower-order subgraph comprises three types of nodes: word nodes, mention

nodes, and entity nodes. It contains edges of three types, which are detailed as follows:
Syntactic Edge: To capture syntactic information in the document, we take syntax

dependencies as input, enabling the construction of the lower-order adjacency matrix
Alower. Specifically, if xi and xj are two words in the same sentence and they are

connected in the corresponding dependency tree, we set Alower
ij to 1; otherwise, it is set

to 0. Thus, if two words are adjacent in the dependency tree, it is considered important
for representation learning in document-level relation extraction.

Mnetion-word Edge:If a word falls within the span of a mention, we use an Mention-
word Edge to connect this word with this mention.

Entity-Mention Edge:To capture global information, we connect each mention with
its corresponding entity using Entity-Mention Edges.

Based on the above rules, we construct the lower-order graph matrix Alower. For
graph-structured data, GCN can encode local information with convolutional operations
and aggregate global information by message passing in multiple convolutional layers.
For the i-th node at the l-th layer, its hidden state representation, denoted as hl

i, is updated
by the following equation:

hl
i = σ(

∑
gεG

∑
jεNg(i)

W l−1
g hl−1

j + bl−1
g ), (6)

whereW l−1
g is a weight matrix, bl−1

g is a bias term and G are different types of edges.

Ng(i) denotes neighbors for node i connected in g-th type edge. Next, we concatenate
the hidden states of each layer:

e
′

i = σ(Wlower[h
0
i : h1

i : ...hN
i ]), (7)

Higher-order Subgraph
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In order to leverage structural and discourse information, we construct a higher-order
graph Ahigher for each document. Specifically, we use entity, elementary discourse
unit,sentence and document nodes to build Ahigher. The description is as follows:

• Discourse-Entity Edge
If an entity is within a discourse unit, then we use a Discourse-Entity Edge to connect

this entity with the unit.
• Sentence-Discourse Edge
A Sentence can be divided into one or more discourse units. We connect each

discourse unit with its corresponding sentence using a Sentence-Discourse Edge to
capture discourse information.

• Document-Sentence Edge
We connect all sentence nodes to the document node through Document-Sentence

Edges.
Similar to the lower-order subgraph module, the higher-order subgraph module

obtains the final representation of node i by concatenating hidden states of each layer:

e
′′

i = σ(Whigher[h
0
i : h1

i : ...hN
i ]). (8)

3.1.4 Classification Module

We initialize all relationship labels ri as vectors randomly. We use the context vector
obtained from Eq (5) as the query vector, and compute the corresponding relationship
representation for each entity pair:

r(h,t) =
∑
i

αiri (9)

αi =
exp(Wc(h,t) ·Wri)∑
o exp(Wc(h,t) ·Wro)

(10)

r(h,t) =
∑
i

αiri (11)

Finally, we fuse context representations to get the final representations of the head
and tail entities:

z
(h,t)
h = tahn(Wh · eh +Wh′ · e

′′

h +Wc1 · ch,t +Wo1 · r(h,t)), (12)

z
(h,t)
t = tahn(Wt · et +Wt′ · e

′′

t +Wc2 · ch,t +Wo2 · r(h,t)), (13)

whereWh,Wt,Wh′ ,Wt′ ,Wc1 andWc2 ,Wo1 andWo2 are the weight matrix. We then
employ the group bilinear [Tang et al., 2020b] to reduce the number of parameters in the
bilinear classifier. To be specific, zh and zt will be split into k equal-sized groups:
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zh = [z1h; ...; z
k
h], (14)

zt = [z1t ; ...; z
k
t ]. (15)

We apply bilinear to obtain the representation of entity pair (eh, et):

bh,t = σ(

k∑
i=1

(zih)
TW i

rz
i
t + br), (16)

whereW i
r and br are the weight matrix and the bias term.

We then use a linear layer to predict the relationship between eh and et:

P (r|eh, et) = FFN(bh,t). (17)

Adaptive Encouraging Loss
To overcome the limitation of the global threshold, [Zhou et al., 2021] introduce a

unique class as the adaptive threshold value for each example. However, their approach
overlooks well-classified examples that are far from the decision boundary. In order to
emphasize these well-classified examples, this paper proposes an adaptive reward loss
function. Our loss function consists of two parts: the first part is used to compute the
loss between positive classes and the threshold, while the second part is used to compute
the loss between negative classes and the threshold. The probability calculation for each
positive class is as follows:

Pr = − exp(logitr)∑
r′εPTU{TH} exp(logitr′)

(18)

where PT denote set of positive classes and TH denote TH class.
The first part of the loss function can be represented as:

L1 =

{ ∑
rεPT

(−logPr + log(1− Pr)), if Pr ≤ LE1∑
rεPT

(−logPr − Pr−LE1

1−LE1
+ log(1− LE1)), if Pr > LE1

(19)

For the negative classes, their probability can be computed as follows:

PTH = − log(
exp(logitTH)∑

r′εNTU{TH} exp(logitr′)
(20)

The second part of the loss function can be represented as:
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L2 =

{
−logPTH + log(1− PTH), if PTH ≤ LE2

−logPTH − PTH−LE2

1−LE2
+ log(1− LE2), if PTH > LE2

(21)

The LRE can be represented as:

LRE = L1 + L2 (22)

3.1.5 Relation Type Dependency-based Regularizer

To capture the dependencies between labels, we construct the relation type probability
vector lpred ∈ Rkbased on the entity pair relation probabilities output by Eqs. 2-4. kis
equal to the number of relation label types, and the value of the irow of the vector is equal
to the maximum probability of all pairs of entities in the document having relation type
ri. Therefore, the relational type prediction dependency matrix A

predcan be computed
as follows.

Apred = lpred · (lpred)T (23)

Then, the relation type gold vector lgold ∈ RK is constructed, and the value of the
irow of the vector is equal to 1 if the relation type rioccurs in the document, and 0
otherwise. The relational type gold dependency matrix Agoldcan be computed as follows.

Agold = lgold · (lgold)T (24)

Next, we feed these two matrices and the initial relation type embedding R0into the
sameGCN,Generate tags embedded relationship betweenRpred = GCN(R0, A

pred)and
Rgold = GCN(R0, A

gold).
Our goal is to minimize the difference between the relational type prediction de-

pendency matrix Apredand the relational type gold dependency matrix Agold. If the
difference between these two matrices is small, then the difference between the outputs
of the GCN using these two matrices as adjacency matrices should also be small. The
difference value is calculated as follows:

LREG =
1

K
||Rpred −Rgold||22 (25)

whereKdenotes the number of relation labels.
The loss function can be calculated as follows:

L = LRE + ηLREG (26)

where ηdenotes the coefficient of the regularization term.
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3.2 Instruments

We employed various tools and libraries to facilitate our experiments: Spacy for tok-
enization and dependency parsing. PyTorch for building and training the neural network
models. NetworkX for constructing and managing graph data structures. We run our
IFRTIN-BERT-base on one RTX A5000 GPU and IFRTIN-RoBERTa-large on one
Tesla A40 GPU.

The preprocessing steps included tokenization, part-of-speech tagging, and depen-
dency parsing to extract structural information. Additionally, coreference resolution
was performed to identify and link entity mentions across sentences. We implement
our IFRTIN with the PyTorch version of the Huggingface Transformers and use BERT-
base [Devlin et al., 2018] and SciBERT [Beltagy et al., 2019] as encoders on DocRED.
We optimize IFRTIN with AdamW using learning rates 3e-5 with a linear warmup for
the first 6% of steps. During the fine-tuning stage, we set the batch size to 4 and train
the model for 30 epochs. Early stopping was used based on the dev F1 score to avoid
over-fitting.

4 Experiment

4.1 Datasets

We evaluate our IFRTIN model on three public document-level relation extraction
datasets.

DocRED is a new large-scale document-level relation extraction dataset constructed
by [Yao et al., 2019]. The dataset provides 3053 articles in the training set, 1000 articles
in the development set, 1000 articles in the test set, and 101873 articles in the distantly
supervised set. It should be noted that we do not use the distantly supervised set.

CDR is a relation extraction dataset in the biomedical domain constructed by [Li
et al., 2016]. The dataset provides 500 articles in the training set, 500 articles in the
development set, 500 articles in the test set.

GDA is a dataset constructed by [Wu et al., 2019]. The dataset provides 23353
articles in the training set, 5839 articles in the development set, 1000 articles in the test
set.

4.2 Comparison models

In this section, we describe variants of IFRTIN and some Baselines for the document-level
relation extraction task.

4.2.1 Variants of IFRTIN model

In IFRTIN model, document graph propagation module, adaptive incentive loss and
relation type dependency capture module are very important components of IFRTIN. In
order to verify the validity of these components and modules, some variant models of
IFRTIN are proposed. Among these variants, IFRTIN-v1 and IFRTIN-v2 are used to
verify the validity of the document graph propagation module model. IANN-v3 is used
to verify the effectiveness of the adaptive excitation loss. IANN-v4 is used to verify the
validity of the relational type dependency capture module.
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• IFRTIN-v1 : The first variant of IFRTIN removes the lower-order subgraph from the
document graph propagation module based on IFRTIN. In this variant model, nodes
containing rich local information such as mention nodes and sub-word nodes are
removed, resulting in IFRTIN-v1 lacking certain ability to capture local information.

• IFRTIN-v2: The second variant of IFRTIN removes the higher-order subgraph
from the document graph propagation module. In this variant model, EDU nodes,
sentence nodes and document nodes are all removed, which leads to the blocking of
the propagation of higher-order semantic information.

• IFRTIN-v3: The third variant of IFRTIN adds an adaptive incentive loss to IFRTIN.
In this variant, the adaptive incentive loss is replaced by an adaptive threshold loss,
and excessive attention to difficult instances that are difficult to optimize leads to
performance degradation.

• IFRTIN-v4 : The fourth variant of IFRTIN does not focus on relation type depen-
dencies, which makes it difficult to guide relation classification by the co-occurrence
of relation types.

4.2.2 Baselines

We compare IFRTIN with sequence-based methods and graph-based methods on the
DocRED dataset. Sequence-based models, which use a pre-trained language model to
directly model the entire document without using graph structures, include BRAN [Verga
et al., 2018], CNN [Yao et al., 2019], LSTM [Yao et al., 2019], BiLSTM [Yao et al.,
2019], Context-Aware [Yao et al., 2019], BERT [Wang et al., 2019], Coref-BERT [Ye
et al., 2020], HIN-BERT [Tang et al., 2020a], SSAN-BERT [Xu et al., 2021a], and
ATLOP-BERT [Zhou et al., 2021]. Graph-based models, which use graph structures to
model the document, include DHG[Zhang et al., 2019], GAT [Veličković et al., 2017],
GCNN [Sahu et al., 2019], EoG [Christopoulou et al., 2019], AGGCN [Guo et al., 2019],
HeterGSAN [Xu et al., 2021c], GEDA [Li et al., 2020], LSR [Nan et al., 2020], GAIN
[Zeng et al., 2020], DRN [Xu et al., 2021b], DISCO [Wang et al., 2021], MPCA [Ding
et al., 2023], and HDT-BP [Wan et al., 2023].

5 Results

5.1 Main Results

5.1.1 Results on the DocRED Dataset

The experimental results in Table 1 show that the proposed IFRTIN model consistently
outperforms both sequence-based and graph-based methods on the DocRED dataset.
Specifically, IFRTIN achieves an F1 score of 61.81% on the development set and 61.97%
on the test set. The F1 value on the development set and test set is 2.62% and 3.81%
higher than that of SSAN, and 2.44% and 3.20% higher than that of HDT-BP. The main
reason for the improvement of IFRTIN is that the document graph is constructed in a
fine-grained way, and the context information can be effectively aggregated by serial
propagation on the two subgraphs.

In addition, in order to verify the effectiveness of each key component in IFRTIN, four
variants of IFRTINmodel are compared with the complete IFRTINmodel. The results are
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Model Dev Test

Ign F1 F1 Ign F1 F1

Sequence-based Models

CNN [Yao et al., 2019] 41.58 43.45 40.33 42.26

LSTM [Yao et al., 2019] 48.44 50.68 47.71 50.07

BiLSTM [Yao et al., 2019] 48.87 50.94 48.78 51.06

Context-Aware [Yao et al., 2019] 48.94 51.09 48.40 50.70

BERT [Wang et al., 2019] - 54.16 - 53.20

Coref-BERT [Ye et al., 2020] 55.32 57.51 54.54 56.96

HIN-BERT [Tang et al., 2020a] 54.29 56.31 53.70 55.60

ATLOP-BERT [Zhou et al., 2021] 59.22 61.09 59.31 61.30

SSAN-BERT [Xu et al., 2021a] 57.03 59.19 55.84 58.16

Graph-based Models

AGGCN [Guo et al., 2019] 46.29 52.47 48.89 51.45

GAT [Veličković et al., 2017] 45.17 51.44 47.36 49.51

GCNN [Sahu et al., 2019] 46.22 51.52 49.59 51.62

EOG [Christopoulou et al., 2019] 45.94 52.15 49.48 51.82

HeterGSAN [Xu et al., 2021c] 54.27 56.22 53.27 55.23

GLRE-BERT [Wang et al., 2020a] - - 55.40 57.40

LSR-BERT [Nan et al., 2020] 52.43 59.00 56.97 59.05

GAIN-BERT [Zeng et al., 2020] 59.14 61.22 59.00 61.24

GEDA-BERT [Li et al., 2020] 51.03 53.60 51.22 52.97

HeterGSAN-BERT [Xu et al., 2021c] 58.13 60.18 57.12 59.45

DISCO-BERT [Wang et al., 2021] 55.91 57.78 55.01 55.70

HDT-BP-BERT [Wan et al., 2023] 57.17 59.37 56.28 58.77

IFRTIN-v1-BERT 59.36 61.29 59.28 61.22

IFRTIN-v2-BERT 59.41 61.36 59.46 61.39

IFRTIN-v3-BERT 59.67 61.64 59.73 61.71

IFRTIN-v4-BERT 59.56 61.51 59.64 61.66

IFRTIN-BERT 59.92 61.81 60.03 61.97

Table 1: Main results (%) on DocRED

shown in Table 1, and the performance of the full IFRTIN model is better than that of all
variant models, indicating that the four key components of the IFRTIN model contribute
to its performance improvement. DDGSN-v1 performs the worst among the four variants,
which indicates that the high-order information contained in the higher-order subgraph
is crucial for the model to perform effective relation extraction.

5.2 Results on the CDR and GDA Datasets

In order to verify the effectiveness of the IFRTIN model on different datasets, further
experiments are conducted on CDR and GDA datasets in this section. The experimental
results are shown in Table 2, where the IFRTIN model achieves an F1 score of 70.6% on
CDR and 85.2% on GDA. The IFRTIN model improves the performance of the previous
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best model ATLOP by 1.2%F1 on the CDR dataset and 1.3%F1 on the GDA dataset.
The excellent performance on document-level relation extraction tasks is attributed to
effective aggregation of contextual information, effective attention to well-classified
instances, and effective capture of relation type dependencies.

Model CDR GDA

BRAN 62.1 -

EoG 63.6 81.5

SciBERTbase 65.1 82.5

LSR 64.8 82.2

DHG 65.9 83.1

GLRE 68.5 -

ATLOP 69.4 83.9

IFRTIN 70.6 85.2

Table 2: Main results (%) on CDR and GDA. We use F1 as evaluation metric

5.3 Performance analysis of intra-sentence and inter-sentence relation extraction

Due to differences in the pattern and complexity of relations, the performance of relation
extraction models will vary greatly within and between sentences. To investigate the
performance variation of IFRTIN in intra-sentence and inter-sentence relation extraction,
we present the statistical results in Figure 3.

It can be seen from the figure that the performance of all models in inter-sentence
relation extraction (Inter-F1) is far worse than intra-sentence relation extraction (Intra-F1),
highlighting that since long-distance context information needs to be considered in inter-
sentence relation extraction, relation recognition is more difficult than intra-sentence
relation extraction. IFRTIN achieves the best performance in both intra-sentence and inter-
sentence relation extraction, and the performance in inter-sentence relation extraction is
more significantly improved. This shows that the model effectively captures not only
local but also global information. This is attributed to our document graph propagation
module, which effectively integrates the contextual information scattered in multiple
sentences in a document in a serial propagation manner by dividing the document graph
with deep hierarchical structure into two different subgraphs.

5.4 Analysis of the impact of the number of entities on model performance

In general, the more entities there are in a document, the more difficult it is to infer
relationships between them. To evaluate the effectiveness of IFRTIN proposed in this
section, the documents in the DocRED development set are grouped according to the
number of entities. IFRTIN and the strong baseline model ATLOP are compared in these
document groups.

The experimental results are shown in Figure 4, IFRTIN consistently outperforms
ATLOP, especially for documents containing a small number of entities (1 to 5,6 to 10)
and a large number of entities (26 to 30,31 to 35). Moreover, the performance of all these
models degrades across the table as the number of document entities increases. However,
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Figure 3: Performance comparison of intra-sentence and inter-sentence relation
extraction on DocRED development set

IFRTIN performance degrades less than ATLOP, which indicates that it can effectively
model complex entity interactions. This robustness shows that IFRTIN can better handle
complex documents with different entity densities and maintain higher accuracy and
reliability even when the document complexity increases. This demonstrates the superior
ability of the model to handle complex semantic relationships in different document
scenarios.

5.5 Analysis of the effect of the number of sentences on the performance of the
model

In the document-level relation extraction task, the number of sentences has a signifi-
cant impact on the model performance. Grouping documents with different number of
sentences, the experimental results on different ancestors are shown in Table 3.

By analyzing the experimental results, we find that the extraction performance of the
model shows a certain trend with the increase of the number of sentences. In general,
the model is able to maintain high accuracy and stability when dealing with documents
containing a small number of sentences. However, when the number of sentences in a
document increases significantly, the model needs to deal with more complex contexts
andmore entity interactions, whichmay lead to fluctuations in performance. Nevertheless,
our experimental results show that the model is stable across documents with different
number of sentences, and can achieve a satisfactory F1 score especially for documents
with a large number of sentences (above 57% in all documents except for documents
with 15 - 16 sentences). This shows that the model can effectively capture and utilize
complex relation features in documents, adapt to documents of different lengths, and thus
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Figure 4: Impact of the number of entities on the DocRED development set on model
performance

Sentence num-

ber

IgnF1 F1 P R Intra-F1 Inter-

F1

<5 59.59 60.77 75.60 50.80 64.16 53.96

5, 6 61.37 63.24 69.47 58.03 68.55 55.87

7, 8 60.93 62.89 67.57 58.82 69.10 55.82

9, 10 60.41 62.21 66.86 58.16 68.14 55.15

11, 12 57.55 59.79 65.47 55.02 65.82 53.65

13, 14 57.69 59.75 69.05 52.65 69.44 50.73

15, 16 38.36 41.27 51.32 34.51 47.67 34.59

>16 61.62 62.98 75.00 54.29 72.73 43.33

Table 3: Analysis of the impact of the number of sentences on model performance on the
DocRED development set

maintain good performance in document-level relation extraction with multi-sentence
structures. In addition, the F1 value of relation extraction of the model in the documents
with 15 - 16 sentences is only 41.27%, which may be because the documents with 15 -
16 sentences only account for 2% of the total number of documents in the validation set,
and the difficult instances are mainly concentrated in these 2% documents, resulting in
poor performance of the model. It can also be observed that as the number of sentences
changes, intra-sentence F1 is almost not affected by the number of sentences, while
increasing the number of sentences leads to a significant decrease in inter-sentence F1.



Zhong Y., Shen B., Wang T., Zhang J., Liu Y.: Interaction and Fusion… 1129

5.6 Analysis of the influence of relation type dependent regularization term coef-
ficient on model performance

The coefficient of the regularization term in this chapter is an important parameter that
controls how much the model pays attention to relational dependencies, and by adding
a regularization term to the loss function, we can force the model to learn relational
dependencies. In this paper, we provide a detailed analysis of the effect of the regulariza-
tion term coefficients on the model performance. The experimental results are shown in
Figure 5.

Figure 5: Effect of relation type dependence regularization term coefficients on model
performance on DocRED development set

First, we selected a set of different regularization coefficient values (the weight
coefficient of the regularization term is increased from 0 to 0.1 in steps of 0.01) to
train the model, and recorded the model performance corresponding to each coefficient.
By comparing these performance metrics, it can be found that the adjustment of the
regularization term coefficient has a significant impact on the accuracy of the model.
When the regularization factor is too small (≤0.03), the model may struggle to capture
the relation type dependency, resulting in poor performance on the validation set. An
appropriate regularization coefficient (0.04-0.08) can effectively balance the model
capturing relation type dependence and relation recognition, and the performance of
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the model in this case is relatively ideal. When the regularization factor is too large
(≥0.9), the regularization effect is too strong, and the model focuses too much on the
co-occurrence between relation types, resulting in underfitting of relation extraction. At
this point, the error of the model on the dataset increases and it cannot effectively capture
the complex patterns in the data. The experimental results show that the relationship type
dependence regularization coefficient has an important impact on the performance of the
model, and the model performs best when the regularization coefficient is 0.07.

5.7 Case Study

We conduct a case study to further illustrate the effectiveness of our model IFRTIN-
BERT-base. Figure 6 shows an example from the DocRED dataset. We present the
inference results of IFRTIN. The document consists of 3 sentences and 13 entities, with
entities of different types displayed in different colors. The Golden Label below the
figure represents the true relationships between entities, while the Prediction Label
represents the predictions made by IFRTIN. Black solid arrows in the figure represent
correctly predicted relationships, while red solid arrows indicate incorrectly predicted
relationships, and red dashed arrows represent relationships that were not predicted. We
follow [Yao et al., 2019] for the definition of a relation, such as P607 and P166.

Figure 6: Case study of an example from the development set of DocRED
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From the predicted results in the figure, we can observe that there are a total of 11
relationships within the document, out of which 9 were correctly predicted by our model,
demonstrating its excellent performance. Specifically, the model successfully predicted
all relationships between entity e0 and entities e1, e2, e3, and e4. However, there are
still some incorrect predictions, such as the model inferring a relationship between e0
and e5, indicating that document-level relation extraction is a highly challenging task.

6 Discussion

Document-level relation extraction has seen significant advancements through the de-
velopment of sequence-based and graph-based methods. These approaches [Zeng et al.,
2021, Xu et al., 2021b, Sun et al., 2022] have set the foundation for extracting complex
relationships between entities spread across multiple sentences in a document. Sequence-
based methods primarily leverage pre-trained language models and neural architectures to
process entire documents sequentially. For instance, [Ye et al., 2020] introduced mention
reference prediction tasks during pre-training, which enabled models to learn coreference
information effectively. Eberts and Ulges [Eberts and Ulges, 2021] proposed a multi-task
learning approach based on reference parsing for end-to-end joint relation extraction,
which involves extracting entity sets and learning their interactions within documents.
These methods have demonstrated strong performance in capturing local context and
entity interactions. Graph-based methods have gained prominence due to their ability to
model long-range dependencies within a document. [Nan et al., 2020] utilized structural
attention to capture global dependencies, while [Wang et al., 2021] employed discourse
information to construct document-level graphs. These graphs facilitate the modeling of
semantic dependencies between text units, improving reasoning between entities that
are not directly connected within the text. Despite their success, both sequence-based
and graph-based methods have inherent limitations that need to be addressed to further
advance the field. Sequence-Based methods often overlook the structural information of
documents, which can serve as valuable prior knowledge for understanding relationships
between entities. The linear nature of sequence-based models may lead to the loss of
contextual information spread across distant parts of the document, making it challenging
to capture complex inter-sentence relationships. Graph-based methods excel at capturing
global dependencies, they typically model documents in a coarse-grained manner. This
approach can result in the loss of fine-grained information that is crucial for identifying
relationships. The challenge lies in balancing the granularity of the graph representation
to ensure that essential details are preserved without overwhelming the model with
excessive complexity.

To overcome these limitations, future research in document-level relation extraction
should focus on the following areas:

Interpretable Models: Developing models that can explain their extraction processes
and results, allowing users to understand and trust the model’s decisions.

User Controllability: Designing models that allow user intervention and correction
during the extraction process, enhancing flexibility and accuracy in practical applications.

Integration of Structural Information: Enhancing sequence-based models with struc-
tural information, such as document layout and discourse markers, can improve the
understanding of entity relationships. Hybrid models that combine the strengths of
sequence-based and graph-based approaches may offer a more comprehensive solution.

Fine-Grained Graph Representations: Developing more sophisticated graph repre-
sentations that capture both fine-grained and coarse-grained information is essential.
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Techniques that dynamically adjust the granularity based on the context and importance
of the information can help preserve critical details while maintaining model efficiency.

Advanced Regularization Techniques: Incorporating advanced regularization meth-
ods to capture relationship label dependencies and improve generalization is crucial.
For example, our IFRTIN model introduces a regularizer for relationship label depen-
dencies and an Adaptive Encouraging Loss to focus on well-classified instances, which
significantly enhances performance.

Benchmarking and Evaluation: Establishing standardized benchmarks and evalua-
tion protocols for document-level relation extraction can facilitate more consistent and
comparable assessments of different models. This can drive the development of more
robust and generalizable methods.

Efficient Model Architectures: Designing more efficient model architectures to
reduce computational resource consumption and improve model performance in real-
world applications.

7 Conclusion and Future Work

In this paper, we propose a IFRTIN model for document-level relation extraction. We
consider syntax information, structural properties and discourse features simultaneously.
Specifically, we design a document hierarchical GCN to facilitate cooperative learning
by introducing distinct sorts of edges into the network’s underlying document-level
graph. Adaptive encoraging loss is introduced to detect possible relations in document.
Besides, we employ a relation type dependency-based regularizer to help model capture
the label dependencies information. We evaluate the performance of our model on three
document-level relation extraction datasets. Specifically, IFRTIN outperforms existing
models by achieving an F1 score improvement of 0.67% on Dataset DocRED, 1.2% on
Dataset CDR, and 1.3% on Dataset GDA. The results show that our model can integrate
helpful information related to entity pairs. In the future, we plan to extend IFRTIN to
few-shot relation extraction.
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