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Abstract: Background: Anxiety among students has become a fairly major problem. In the 
current era, Machine Learning (ML) can be used as a quick technology to predict students' anxiety 
with the high-level accuracy. 
Objectives: This research aims to predict university students' anxiety by using supervised 
learning algorithms with providing pertinent feedback. 
Methods: A total of 231 students from the University of Belgrade filled out the standard 
questionnaire called the State-Trait Anxiety Inventory (STAI). In addition, deeper information 
related to students’ anxiety like physical activity, Grade Point Average (GPA), and smoking 
cigarettes were collected. The Linear Regression algorithm was chosen to examine STAI using 
Python.  
Results: Linear regression as an appropriate algorithm was exploited for this purpose. The accuracy 
metric obtained by using the Mean Absolute Error (MAE), was 7.86 for state anxiety and 5.68 for 
trait anxiety. In addition, the Mean Squared Error (MSE) has also been calculated with state 
anxiety at 7.80, and trait anxiety at 9.66. Moreover, to find the factor with the highest impact 
after training, a regression analysis method (LASSO) was used. K-Nearest Neighbour (KNN) 
algorithm also checked the accuracy of training by overfitting and underfitting. 
Conclusion: The purpose of this study was the analysis of anxiety factors with the highest impact 
as well as the analysis of the STAI by linear regression to improve a smart healthcare model by 
discovering an acceptable output with the highest accuracy.  
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Regression, Quantitative Analysis 
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1 Introduction  

Smart healthcare is a good choice for the new lifestyle and is known as one of the most 
important parts of the smart city [Pramanik et al., 2017, Souza and Soares, 2023]. One 
of the applications of smart healthcare is monitoring people’s behaviours as well as 
mental illnesses (e.g., stress and anxiety) [Caragliu et al., 2009]. Stress can be a 
temporary turmoil, while anxiety can bother a person for a while and cause irreparable 
damage [Barton et al., 2014; Stojanović et al., 2020]. The measurement of anxiety 
examines physiological, behavioural, and psycho-cognitive aspects among students 
[Spielberger et al., 1971]. Many factors can exacerbate stress and anxiety among 
students, such as exam time, student life, living expenses, and similar issues [Huang 
and Wan, 2013]. Studies have also shown that stress and anxiety can exacerbate 
physical and mental well-being conditions among students because of vulnerable times 
in students' lives [Sau and Bhakta, 2017, van Vuuren et al., 2021]. According to the 
social viewpoint, and in most developed countries, the detection of stress or anxiety in 
the context of electronic systems is being implemented in real-time. The level of anxiety 
and stress of patients are extracted through sensors and wearables so that the accuracy 
in these systems has reached over 90% and this accuracy could not be seen in traditional 
systems [Labus et al., 2021]. As mentioned, youth of different ages are vulnerable to 
anxiety, while on the other hand, the emergence of new technologies in their lives has 
positive feedback and increases their motivation [Valle et al., 2021]. Thus, using 
machine learning to diagnose many physical and mental illnesses like stress and anxiety 
is done with an acceptable accuracy. The devastating significance of COVID-19 disease 
on students’ behaviours in recent years has been undeniable. Therefore, using ML to 
detect students' anxiety seems to be an effective solution, and this methodology was 
able to identify students those who were prone to anxiety [Alharthi, 2020]. The main 
purpose of this research is to predict university students’ anxiety by using ML 
technology with high accuracy. The approach of analysing the anxiety data using 
machine learning algorithms has been successful.  
The scientific reports also argued that approximately 35% of individuals had faced 
anxiety during COVID-19 all around the world [Delpino et al., 2022].  

So, such reasons increased our motivation to participate in this research as fully as 
possible. Finding the factors with the highest impact by using a regression analysis 
method (LASSO) on both state and trait anxiety after training was one of the vital gaps 
in this research. 

This paper is organised as follows: section two provides the literature review. 
Section three provides the research approach, followed by the research methodology. 
In section four we present the results of the research, and in section five we discuss the 
research outcomes. The conclusion section is presented in the sixth section. 
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2 Literature review 
2.1 Measuring the anxiety  

Anxiety has been diagnosed as an emotional reaction that may be pathological among 
individuals [Stojanović et al., 2020]. Fortunately, anxiety is known as one of the 
diseases that can be treated with self-management [Pullyblank et al., 2022]. Besides, 
measuring, managing, and controlling anxiety requires a multi-year process [Bokma et 
al., 2020]. Machine learning technology has been categorised into intelligent systems 
because this allows computers to train from datasets to improve models' performance 
[Das et al., 2024]. However, using intelligent systems to detect stress and anxiety has 
more advantages. Nowadays, researchers have been able to detect the users' perceived 
anxiety scale by evaluating millions of tweets [Gruda and Hasan, 2019]. Previous 
research confirms that users have expressed their desire to use social media, which 
helps to identify their personality [Youyou et al., 2015]. Anxiety detection by micro-
blogs has become very accurate. For instance, researchers with 500 million tweets in 
2017 more than 328 million active users, and 100 million daily users have found that 
analysing this amount of big data can be beneficial in predicting anxiety [Aslam, 2018, 
Gruda and Hasan, 2019]. In addition to smart technologies, standard questionnaires, 
measuring skin temperature, heart rate, and blood pressure could be useful in detecting 
anxiety and stress [Hermens et al., 2014].  

2.2 Predicting anxiety in smart healthcare systems  

Today, Mobile Health (M-Health) applications with smart mobile phones have taken 
positive steps to reduce anxiety, and this technology has also provided real-time 
responsiveness for young people's diseases [Pramana et al., 2014]. For instance, to 
improve a new lifestyle without anxiety, it has been argued that the use of Electronic 
Health (E-Health) and m-health have a direct impact on improving life conditions 
[Hwang and Nam, 2022]. The results of a survey with more than 1000 samples 
regarding lifestyle improvements showed that 47.2% of applicants used e-health 
technology, 23.2% used m-health technology, and 10.7% used wearable devices 
[Leung and Chen, 2019]. However, monitoring smart healthcare is running in the 
context of the Internet of Things (IoT), and in addition to speeding up diagnosis and 
treatment, it has also reduced treatment costs [Sujith et al., 2022]. Besides, smart 
healthcare interventions extend beyond this point, and due to the increasing 
development of smart devices like smartwatches, smart bands as well as mobile health 
programmes, the younger generation has enthusiastically adopted such technologies 
[Du et al., 2020, Fan and Zhao, 2022, Khanjari et al., 2021, Pai et al., 2021]. Research 
findings confirm that the existence of e-health as well as m-health has increased the 
level of physical activities among young people and motivated them to perform 
physical activities [McIntosh et al., 2017]. In the United States in 2014, almost half of 
students felt frustrated, according to a report by the American College Health 
Association. Moreover, by using e-health, young people's anxiety was detected better 
at 4.5% compared to previous studies [Jacobson et al., 2015].  
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2.3 Machine learning and algorithms in predicting the stress and anxiety  

Predicting anxiety and stress by using ML has been increased because of its accuracy 
and high sensitivity in real-time [Sau and Bhakta, 2017]. As mentioned in previous 
studies, the analysis of anxiety data in the context of ML can be very economical 
[Balogh et al., 2015, Jacobson et al., 2021]. Also, ML technology has been able to 
analyse quite complex data on stress and anxiety as well [Shin et al., 2013]. Today, 
using ML to predict anxiety with high accuracy has been able to improve the 
performance of experts in this regard. As a result of the research, multivariate and 
Logistic Regression have provided acceptable results. Data were analysed with six 
cognitive-behavioural tasks. ML-based prediction of anxiety disorders showed 76.81% 
specificity with 69.66% sensitivity among 25 individuals with no psychiatric diagnosis 
[Richter et al., 2021]. Thus, the most important point of this research has been 
enhancing the confidence between patient and clinician to achieve an acceptable 
precision and individually tailored therapy [Richter et al., 2021].  

Recently, research findings have demonstrated that the prediction of stress and 
anxiety among college students by using Logistic Regression and Support Vector 
Machine (SVM) showed better performance in classifying such mental illnesses than 
other ML algorithms [Daza, et al., 2023]. For this purpose and for determining stress 
and anxiety, they used 29 research articles in their systematic review from 7 databases 
so they identified 43 psychological features, 15 demographic features, and some socio-
economic, environmental, academic, and other features. Finally, for example, Saudi 
Arabian students’ anxiety (N= 3017) using SVM achieved 100.00% accuracy [Daza, et 
al., 2023]. Physical activities like swimming, cycling, and similar activities are among 
vital factors in reducing stress and anxiety, while concurrently fostering overall health 
and enhancing physical strength [Abbas et al., 2019]. In the United States, Deep 
Learning (DL) by using mobile wearables has been able to predict the escalation of 
anxiety among young people with a degree of accuracy deemed acceptable (sensitivity= 
84.6%, accuracy = 68.7%, and AUC = 0.696, CI [0.598, 0.793]) [Jacobson et al., 2021]. 
The deep learning models predicted a long-term generalised anxiety disease between 
17 and 18 ages from data on sleeping habits and physical activity during the day. 
Furthermore, the data extracted from a phone-based interview showed increasing 
anxiety disorders among 265 participants [Jacobson et al., 2021]. Thus, the feedback 
obtained from the output of the analysis of machine learning techniques in the field of 
anxiety was the discovery of new algorithms, models, and methods for anxiety 
screening. Also, some psychological topics such as anxiety have been diagnosed 
through image processing and deep learning algorithms, in which case the disease can 
be controlled more accurately [Sau and Bhakta, 2019]. For instance, in the automatic 
diagnosis of anxiety, a health-related predictive model, with 510 patients, was validated 
by the ML algorithms and achieved a prediction accuracy of 89% by Random Forest 
(RF) [Sau and Bhakta, 2017]. Women between 18 and 35 years old in Bangladesh have 
been suffering from anxiety disorders more than men, according to a study by the World 
Health Organisation (WHO). Anxiety data were collected through a standard 
questionnaire with 35 questions among patients from Dhaka Medical Hospital and 
Rangpur Medical College. Convolutional Neural Network (CNN) was used to diagnose 
anxiety so that results were based on different measurement criteria, the CNN algorithm 
had the most favourable effect with 96% accuracy [Ahmed et al., 2020]. On the one 
hand, the detection of anxiety among university students via ML algorithms has been 
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expanded. For example, the research done among 127 engineering students in India 
resulted in an accuracy of 78.9% by using the random forest. This research used 40 
questions via a questionnaire to analyse the Indian students' anxiety with categories of 
demographic, Probable Causes of Anxiety, and Probable Effects of Anxiety. One of the 
goals of this research, recognising the risk of a severe mental breakdown [Bhatnagar et 
al., 2023]. Insufficient attention is accorded to a noteworthy issue in anxiety 
management, particularly among younger ages, thereby leading to potentially unsafe 
consequences. ML algorithms with 80% accuracy and 93% sensitivity, using audio 
data, have been able to predict childhood anxiety [McGinnis et al., 2019a]. It was found 
that children affected by anxiety speak in low voices and with deviation. Also, the 
system's results showed children and teenagers experiencing more stress in clinical 
environments [McGinnis et al., 2019a]. In addition, according to [Malik and Khan, 
2023], most college students who are suffering from stress and anxiety cannot figure 
out such mental illnesses. These authors collected data on students' mental illnesses like 
stress and anxiety via a standard questionnaire including 21 questions, and analysed 
data by using 5 ML algorithms like RF, Decision Tree (DT), logistic regression, KNN, 
and Naïve Bayes. The K-nearest neighbour algorithm showed the best performance 
with 0.972 precision, F1-Score= 0.932, and the 0.935% of accuracy.  KNN also showed 
the best performance of stress so that precision= 0.984, F1-Score= 0.988, and 0.992% 
of accuracy were achieved [Malik and Khan, 2023]. Another research reported anxiety 
data extracted from the STAI questionnaire and analysed this by linear regression 
[Gruda and Hasan, 2019].  

Therefore, the linear regression algorithm has been used for our research. 

2.4 Challenges of Predicting the Anxiety Based on ML & E-Health 

Machine learning technology has made a significant change in predicting students' 
anxiety [Alharthi, 2020, Soysal et al., 2022]. A summary of relevant research in the 
field of predicting anxiety and stress based on e-health or the use of ML technology, 
including its findings and benefits, is presented in Table 1.  

  
No 

Author’s 
Name Challenges or Limitations Focus → Goal 

 

1 

[Gruda 
and 

Hasan, 
2019] 

Tweets were generally 
short text and had 
misspelled words. 

The goal of predicting future 
outcomes, such as popularity 

and social engagement. 

 
2 

 

[Richter 
et al., 
2021] 

Most of the participants 
were female, 

that is why there was no 
gender balance. 

Analysis focusing on anxiety to 
differentiate between clinical 

anxiety and depression 
disorders. 

3 

[Garcia- 
Chimeno 

et al., 
2017] 

There were not a large 
number of samples for the 

dataset. 

Focusing on migraine 
pathologies and magnetic 

resonance images to automate 
the diagnosis. 

4 [Eeden et 
al., 2021] 

Some differences between 
DSM-IV- TR (A Kind of 

mental disorders) and DSM-

Using the ML algorithms to 
predict the onset of anxiety. 
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5 (A tool for mental health 
clinicians to diagnose) for 

anxiety, and some diagnostic 
algorithms that were used in 

this study were slightly 
outdated. 

5 

[Sharma 
and 

Verbeke, 
2021] 

Challenges: because of the 
small sample of data, 

predicting people's anxiety 
was quite difficult. 

Limitations: research funds 
were limited, and the lifeline 

database had some 
limitations to the choice 
number of biomarkers. 

This research article has been 
focused on Dutch citizens 

(11081 sample size) to extract 
types of anxiety disorder. 

6 
[Demiris 

et al., 
2020] 

Challenges of self-reported 
anxiety. The limitation was 
about the training data set. 

The goal of this research article 
was to extract features of 

transcribed audio 
communication data extracted 

using ML. 

7 
[McGinnis 

et al., 
2019b] 

The challenges and 
limitations focused on a 

huge dataset that examined 
internalising disorders. 

This study used ML techniques 
to improve childhood anxiety 
that had just been beginning. 

8 [Ihmig et 
al., 2020] 

This research article has 
some challenges during data 
collection, and that is why 

three records were 
disregarded. 

The important focus of this 
study was to survey the HRV – 

Heart Rate Variability – 
biofeedback intervention in the 

therapeutic.  
The goal of this research was 

the usage of physiological 
responses to predict anxiety. 

9 
[McGinnis 

et al., 
2018] 

There were some limitations 
while clinics were collecting 

reports from parents, 
children, and teachers. 

Reducing the time of diagnosis, 
the mental well-being. 

10 [Masino et 
al., 2019] Physiological measures. Prevent aggravation of 

behaviour. 

11 [Labus et 
al., 2021] 

Data collection from 
dentistry. 

Managing anxiety and stress to 
relaxation of the mind and 
reduces physical tension in 

dentistry. 

12 [Bokma et 
al., 2020] 

Predicting the anxiety 
disorders were not available. 

Providing individual disease 
period predictions. 

13 [Priya et 
al., 2020] 

Collecting data from 
employed and unemployed 

Improving the prediction of 
stress and anxiety problems. 
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individuals across different 
cultures. 

14 
[Nemesure 

et al., 
2021] 

There were several 
limitations regarding the 

dataset of French college-
aged students, sample size, 

and similar factors. 

Help to identify predictors of 
Major Depressive Disorder 

(MDD) & Generalised Anxiety 
Disorder (GAD) to the early 
detection of MDD & GAD. 

15 
[Sau and 
Bhakta, 
2019] 

Studying a difficult case. 

Periodic screening for anxiety 
of seafarers' using machine 

learning technology as a quick 
and automated screening 

procedure to identify at-risk 
seafarers. 

16 [Daza, et 
al., 2023] 

Confounding factors, 
specifically scan and gender. 
Detection of such illnesses 
during COVID-19 was also 
one of the limitations and 

challenges. 

A better understanding of the 
features, and analysing such 
features of college students' 

stress and anxiety by using ML 
algorithms and functions. 

Table 1: Outstanding research in the area of predicting anxiety via machine learning 

Real-time responsiveness can occur using wearable technology and has been able to 
detect and prevent some disorders with impending stress and anxiety. The important 
challenges of predicting anxiety by using new methods like machine learning include 
data collection, the limited number of participants, and sometimes the study on rather 
a difficult case. One of the current study goals was to solve such challenges. 

Moreover, studies in Canada have shown accruing more physical activity of a 
human being can reduce anxiety [Duncan et al., 2022, Omura et al., 2020]. In addition 
to these reasons, research findings in Germany showed that students who had anxiety 
were more likely to smoke [Lavallee et al., 2021]. Participants were asked to answer 
these questions (Table 7). 

3 Research methodology  

3.1 The research approach 

This research article has analysed and assessed students’ anxiety at the University of 
Belgrade. Due to the COVID-19 pandemic, most of the courses at the university were 
held in an online context. For this research, we were not able to measure anxiety via 
sensors and e-health, which is why we decided to assess students’ anxiety via the 
standard questionnaire using ML algorithms. As such, this research completes the 
previous study that argued about monitoring anxiety among young people by using ML 
algorithms [Lotfi et al., 2022]. This methodology allows for fast assessment and 
analysis of anxiety. Figure 1 shows our research approach to the prediction of the 
students' anxiety using ML [Bordoloi et al., 2022, Sau and Bhakta, 2019].  
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Figure 1: The research approach of the prediction of the students' anxiety using 
machine learning 
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At first, the research approach included different parts of the prediction of the students' 
anxiety using machine learning. The standard questionnaire of the STAI, and two 
additional questions were asked to assess students’ use of modern technologies in this 
regard (Table 6).  

1. Do you use mobile health apps like the anxiety management app on your smartphone? 

2. Would you like your anxiety to be predicted using ML technology? 

Moreover, data pre-processing was the second section of this approach, and the dataset 
then was prepared to be put into the linear regression ML algorithm. In this study, the 
linear regression approach is selected based on the results from the literature [Gruda 
and Hasan, 2019]. In addition, MAE and MSE were used to separate state and trait 
anxiety unobserved quantity [Yang, 2022]. After the training step, the LASSO function 
shows the features with a high impact on the model [Centofanti et al., 2022]. The 
training process had an impact on LASSO function, and the MAE and MSE factors 
were achieved from both the training process and testing process. Finally, after 
extracting the accuracy of the model from the test and train, comparative analysis, 
classifier evaluation, and decision-making are mentioned in the research approach. 

3.2 Participants  

The standard questionnaire was distributed via Google Forms among 78 students at the 
University of Belgrade. After extracting and solving the problems, it was distributed 
among various groups of students on social media and e-mail. Most participants were 
from the Faculty of Organisational Sciences, the Faculty of Medicine, and the Faculty 
of Dentistry. Data were collected from April to July 2022. Finally, 265 students 
participated in this study, 231 responses were correct and used for analysis. Most of the 
participants (89.2%) were between 18 and 27 years old (Table 2).  
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Characters Frequency Percentage (%) 

Gender 
Female 
Male 

Androgynous 

173 
56 
2 

74.9% 
24.2% 
0.9% 

Age 

18 – 22 
23 – 27 
28 – 32 

> 32 

169 
37 
11 
14 

73.2% 
16% 
4.8% 
6% 

Marital Status 

Single 
Married 
Divorced 
Widowed 

214 
15 
1 
1 

92.6% 
6.6% 
0.4% 
0.4% 

Educational Level 

Bachelor 
MSc 

MPhil 
PhD 

196 
22 
3 
10 

84.8% 
9.5% 
1.3% 
4.4% 

Table 2: The demographic profile of respondents, and audiences' characters 

In addition, 92.6% of participants were single, and finally, attributes like gender, age, 
marital status, and educational levels were collected. 

3.3 Instruments   

One of the most common methods for measuring anxiety is named the State-Trait 
Anxiety Inventory [Spielberger et al., 1983]. It consists of 20 items for state anxiety 
and 20 items for assessing trait anxiety. Scores are defined in the range of 20 to 80, 
where higher scores indicate high anxiety. All items are rated on a four-point Likert 
type scale of state anxiety (1- "not at all", 2- "somewhat", 3- "moderately so", and 4- 
"very much so"), and similarly for trait anxiety (1- "almost never", 2- "sometimes", 3- 
"often", 4- "almost always") [Spielberger et al., 1971, Spielberger, 1989, Stojanović et 
al., 2020]. The Spielberger STAI scores were classified as low (20 - 40), moderate (41 
- 50), and high (51 - 80) [Spielberger et al., 1983, Tze Ping et al., 2008].  

3.4 Data Analysis  

According to data analysis and anxiety scoring, a final dataset (N=231) was prepared 
and scored using ML. The data were collected via an online questionnaire and imported 
in CSV – an Excel datasheet – to analyse them. The CSV was used because in this case 
the database can be displayed in the form of a data frame in Pandas Library. Hence, 
features of anxiety as extracted in the questionnaire were measured, and the system was 
able to predict reasons for individuals' anxiety as a predictor. The machine learning 
algorithms were coded and implemented using Python (JupyterLab 3.2.1), 70% of the 
data were used for the training and 30% (0.3) for the test. Features of this research are 
extracted from the anxiety questionnaire content to learn which factors had a negative 
impact on users' anxiety.  
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3.4.1 Data Pre-processing  

After collecting data, a number of scales were reversed, and then scores between 20 
and 80 were sorted [Spielberger et al., 1983]. To ensure the reliability of the 
questionnaire and the obtained results, a total of 231 samples were transferred from 
EXCEL to “IBM SPSS Statistics 26” software. Since the obtained Cronbach's Alpha 
should be ≥ 0.7 (α ≥ 0.7), the reliability of the questionnaire was established, hence the 
results were prepared to be extracted and converted into anxiety data [de Vet et al., 
2017].  

 

Reliability 
Statistics 

N of Items Cronbach's Alpha 
 

State – Anxiety (1 – 20) 
 

0.89 
 

Trait – Anxiety (21 – 40) 
 

0.88 
 

Total (1 – 40) 
 

0.93 

Table 3: Cronbach's Alpha of the anxiety dataset 

In addition, the Pearson correlation between state and trait anxiety was 0.83. 
Generally, data pre-processing is done for the accuracy and efficiency of testing 

and training in machine learning to increase reliability [Alharthi, 2020]. In this dataset, 
samples were placed on rows, and attributes were placed on columns. Data pre-
processing including data cleaning, duplicates, instance selection, normalisation, and 
feature extraction had quite an impact on performance in this research. In the data 
cleaning section, some columns were removed from the machine learning process 
regarding lack of need. Duplicate data were also removed or modified to increase the 
accuracy of calculations. Moreover, data normalisation implies the removal of very 
large and very small data that had a significant impact on the final result (dividing each 
level by the norm equals 1). To standardise the data, each sample was subtracted from 
the mean value and divided by the standard deviation. Finally, noises were diagnosed 
with outliers, and noises were removed from the data set. 

3.5 ML algorithms and functions 

This section provides brief information about one of the machine learning algorithms 
which has shown successful results in this research. Furthermore, as has been noted in 
the literature review in previous studies, supervised learning algorithms were 
appropriate for this study. Both state anxiety and trait anxiety were examined (train & 
test) by linear regression and ridge regression so that the obtained scores were the same, 
and that is why linear regression was chosen to use and explain. Also, linear regression 
is a method employed for predictive analysis across datasets [Ali et al., 2020]. To solve 
problems in regression, linear regression is one of the common algorithms in supervised 
learning that can develop optimised solutions [Ilic et al., 2021].   
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Moreover, the reliability of the pattern in this study depends on the validity of linear 
regression [Luu et al., 2021]. This algorithm is known as a flexible and powerful 
prediction technique [Tunc and Genç, 2021]. Training data from students' anxiety 
scores were defined at 70% and 30% of the data were selected as the test section. The 
implementation of linear regression was coded by using the Scikit-learn library. 
Furthermore, both state anxiety and trait anxiety were prepared to fit and then predict. 

After linear regression processes, it is necessary to calculate the difference between 
the predicted values and the actual values. The MSE and MAE were also calculated for 
this dataset to estimate an unobserved quantity as well.  

These functions have been able to find the risk rate between the actual values and 
the estimated values. As much as the error model reaches zero, the model will be 
optimal. 

𝑀𝐴𝐸 =
! |#!$%!|
"
!#$

&
 =

! |'!|
"
!#$
&

 

MAE as the unbiased estimator has been able to measure a wide diversity of disciplines 
of ML. Greek symbol (Σ) is used for summation, actual values for observation are 
calculated with “yi”, and “xi” calculates the value for the observation, and the total 
number of observations is shown with "n". The arithmetical average of absolute errors 
|ei|= |yi - xi| where “xi” is chosen as the true value, and “	𝑌'(” is the prediction 
[Karunasingha, 2022]. 

𝑀𝑆𝐸 = )
*
) *𝑌( − 𝑌'(,

*
(+,

2  

Further, “n” denotes the number of data points so that “Yi“ observed values, and “	𝑌'(”  
can process predicted values [Yang, 2022]. Finally, LASSO function as an efficient 
estimator is proposed for this model. The factors with the highest impact on both state 
anxiety and trait anxiety were extracted after training using the LASSO function of the 
Scikit-learn library [Centofanti et al., 2022].  

4 Results  

Before visualisation or pre-processing, the reliability of each part of the anxiety 
questions of the questionnaire was determined by Cronbach's Alpha, and the value of 
state anxiety with 0.89, and the value of trait anxiety was achieved at 0.88 (Table 3). 
Then, the scores for each part of anxiety were calculated (Table 4). In state anxiety, 89 
samples were at the lowest level of anxiety category, 90 samples were moderate, and 
only 52 students had high anxiety. In trait anxiety, 81 samples included a low level of 
anxiety, 100 were moderate, and 50 students had a high level of anxiety. 
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Test 

 
Anxiety Grade 

Low         Moderate      High                Total Average 

 
State Anxiety 89 90 52 43.75 

(From 20 To 80) 
 

Trait Anxiety 81 100 50 43.74 
(From 20 To 80) 

Table 4: Participants in State - Trait Anxiety Inventory test results 

Average students' anxiety was reported as moderate so the average state of anxiety 
showed 43.75 out of 80 points, and the average trait of anxiety showed 43.74 out of 80. 
In addition, some of the details that may have adverse effects on students’ anxiety were 
collected (Table 5). Among the students, 130 individuals (56.3%) were in their first year 
of study at the university, 38 (16.5%) second-year students, 23 (10%) third-year 
students, 28 (12.1%) fourth-year students, and 12 (5.1%) of them were as the advanced 
university students. The GPA is also one of the main factors that may have quite the 
effect on students’ anxiety. In addition to these results, 76 students (32.9%) had GPA 
from 6.00 to 7.99 out of 10.00, and 155 of them (67.1%) had GPA between 8.00 and 
10.00.  

Questions Options Frequency Percentage (%) 

 
 
1.Year of study 

First 130 56.3 
Second 38 16.5 
Third 23 10 
Fourth 28 12.1 
Advanced university 
student 

12 5.1 

 
 

2. Grade Point Average 

6 – 6.99 7 3 
7 – 7.99 69 29.9 
8 – 8.99 99 42.9 
9 – 10.00 56 24.2 

 
3. Has it ever 
happened that it took 
you once or more 
times to take the exam 
in order to pass? 

Yes – once 71 30.7 
Yes – many times 36 15.6 

Never 124 53.7 

4. Are you employed? 
Yes 171 74 
No 60 26 
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5. Are you a 
beneficiary of a 
scholarship/ student 
loan? 

Yes 91 39.4 

No 140 60.6 

6. Who supports your 
scholarships or tuition 
fees for your study? 

State 76 32.9 
Company  4 1.7 
Your parents  114 49.4 

Yourself  37 16 

Table 5: More information about students 

It was found that 124 of the students (53.7%) had passed their courses successfully the 
first time, 71 of them (30.7%) sometimes failed to pass their exams successfully the 
first time and repeated their exams once, and finally, 36 students (15.6%) passed their 
exams over several times. They were also asked about the status of their occupation, 
171 (74%) of students were employed and 60 of them (26%) did not have any 
occupations. Meanwhile, 91 students (39.4%) were benefiting from a scholarship or a 
student loan, and 140 students (60.6%) never used any scholarships or student loans.   

They were asked to answer who supported their tuition fees or scholarships during 
their study. Moreover, 37 students (16%) supported the fees themselves, 114 (49.4) of 
them were supported by their parents, and finally, 76 students (32.9%) used state fully 
funded scholarships for their studies. It was decided to get the opinion of the 
participants about their use of smart healthcare programmes, and their interest in 
predicting anxiety by machine learning technology (Table 6). The first question (Q1) 
was about the use of mobile health apps like anxiety management by the smartphone, 
and the second question (Q2) was about their interest in predicting the students' anxiety 
by machine learning technology (Table 6).  

Questions Options Frequency Percentage 
 
 

Q1 

A. I quite often use these technologies. 27 11.7 
B. Almost less than 4 times a month. 15 6.5 
C. I occasionally use this technology. 37 16 
D. I do not use these technologies. 152 65.8 

 
 

Q2 
A. Yes, I would like to. 75 32.5 
B. I might use it later. 102 44.2 
C. No, I wouldn't like to use it. 54 23.3 

Table 6: Advantageous questions related to interest in using smart healthcare among 
university students 

In the continuation of the results, students' physical activities, and their smoking 
cigarettes rate were asked (Table 7). Results showed that 179 participants (77.5%) were 
not willing to smoke, and 52 (22.5) of them were used to smoking cigarettes. 
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No. 
 

Questions 
 

Options 
 

Frequency 
 

Percentage 
 

1 
 

 Smoking cigarettes No 179 77.5 
Yes 52 22.5 

 

2  Physical activities (the 
approximate 150 
m
in
ut
es 
p
er 
w
e
e
k) 

Yes 140 60.6 
No 91 39.4 

Table 7: Smoking and physical activities among the students 

Although useful information related to stress and anxiety such as smoking cigarettes, 
physical activity, and GPA collected in this research article, we have never used them 
for any classifications or in ML algorithms and functions. In addition to these contents, 
140 of the students (60.6) had an adequate amount of physical activities (approximately 
150 minutes per week) in their lives, but 91 students (39.4%) hadn’t done enough 
physical activities during the week. Figure 2 shows the distribution of state anxiety and 
trait anxiety so that extracted from the Seaborn Kernel Distribution Estimation plot by 
using Python programming language. The anxiety level of the participants, listed from 
20 to 80, and the mean distribution of both modes have been accurately displayed. The 
Kernel Distribution Estimation plot represents the distribution of the STAI 
questionnaire using a continuous probability density curve. 

 
Figure 2: Distribution of samples in both state anxiety 

and trait anxiety 

Moreover, Figure 3 shows a pair-plot of the dataset (the combination of two datasets as 
a matrix), and this plot creates a function so that each variable of this dataset is divided 
between the y-axis and the x-axis. Very few outliers have also been shown clearly in 
this plot, so it's obvious there hadn’t been strong significance in the results and accuracy 
of the model. 
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Figure 3: A pair-plot relationship in the dataset 

Then, Figure 4 called the box-plot, shows the 231-number summary of the set of data, 
in the first quartile of the state anxiety, the minimum response showed 20 out of 80, 
and 71 out of 80 was the maximum range in the third quartile. For the trait anxiety that 
has been shown with orange colour in Figure 4, the minimum number was 22 out of 80, 
and 70 out of 80 was the third quartile and maximum. 

 
Figure 4: Distribution of differences in measured average 
across the dataset between state anxiety and trait anxiety 

Although noises were removed from the dataset, the outlier was calculated. Figure 4 
displays the outlier for the trait anxiety dataset, and this factor caused few impacts on 
the output. Eventually, after observation of 70 data samples, and as mentioned above, 
the standardisation operation was performed, and the data then were defined in the 
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machine learning programme for testing and training. Machine learning results with 70 
samples did not have an acceptable accuracy. Therefore, after the desired number of 
samples reached 231 students, the tests were performed again and a very high accuracy 
was obtained from the linear regression algorithm (Table 8). It should also be noted 
that, as argued above, all measures were examined separately for both state and trait 
anxiety.  

Algorithm Type Type of Anxiety MAE MSE 

Linear Regression State-Anxiety 7.86 7.80 

Linear Regression Trait-Anxiety 5.68 9.66 

Table 8: Error/accuracy metrics of both state and trait anxiety in linear 
regression by using MAE and MSE 

Mean squared error assessed the value of error in statistical models, and the value of 
MSE showed the system error close to zero and optimal (Table 8). Thus, Figure 5 and 
Figure 6 show the “Lasso Regression Lost Function” that found the factors with the 
highest impact in each state and trait anxiety after training.  
Figure 5 showed the 12th question in state anxiety had the highest impact after training, 
and Figure 6 showed that the 13th question was the most important factor in trait anxiety 
after the training section. Finally, the k-nearest neighbour algorithm is used in this 
regard to find and show the way of training as well overfitting and underfitting 
problems.   

 
Figure 5: The option with the highest impact after 

training in state anxiety 
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Figure 6: The option with the highest impact after 

training in the trait -anxiety 

Figure 7 showed that approximately 140 samples that were randomly extracted from 
the dataset, were coded, and up to the 20th sample proximity, overfitting problems were 
seen. Figure 8 also showed the accuracy of the model starting from sample 85 onwards, 
and overfitting and underfitting problems were not seen in trait anxiety. 
 

 
Figure 7: Checking the Overfitting and Underfitting the 

State Anxiety by K-Nearest Neighbour 
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Figure 8: Checking the Overfitting and Underfitting 

the Trait Anxiety by K-Nearest Neighbour 
 
 

5 Discussion  

Nowadays, COVID-19 is known as one of the major reasons for anxiety [Metin et al., 
2022]. As mentioned above, the education period is a sensitive time and students are 
vulnerable, so, this study focused on the prediction of students’ stress and anxiety by 
using machine learning to develop smart healthcare services. It may be difficult for the 
youngest students to recognise anxiety, therefore using machine learning algorithms to 
detect and predict anxiety can be an effective solution [Gruda and Hasan, 2019]. 
However, smart healthcare is still in its infancy [Pramanik et al., 2017], and most of the 
students in this research (65.8%) have never used such technologies (Table 6). 

Besides, only 23.3% of students have stated that they would not like to use ML 
technology to predict their anxiety. Some of the details in daily life that may cause 
anxiety among young students have been asked. For example, although using public 
bikes is useful, busy parking can cause anxiety [Tsai et al., 2019]. This research 
examined some cases that might affect students' anxiety such as students’ year of study, 
grade point average, taking the exam more than once, employment status, and the 
situation with scholarships or student loans for tuition fees for the study. As argued 
before, most of the classes at the university were held in an online context, and as Table 
7 shows, due to COVID-19, 39.4 % of students had not done enough physical activities 
per week [Abbas et al., 2019, McIntosh et al., 2017]. Moreover, the previous research 
argued that students who had anxiety were more likely to smoke [Lavallee et al., 2021]. 

Table 7 also shows that 52 students were used to smoking, this is one of the vital 
reasons for students' moderate anxiety. So, according to the material obtained and 
discussed, the anxiety rate (Table 4) seems a reasonable response. State anxiety points 
out the physiological temporary reactions directly related to harmful conditions at a 
specific point in time, on the other hand, trait anxiety argues for a trait of personality 
and the general condition of anxiety [Wiglusz et al., 2019]. In this study, both state and 
trait anxiety were examined separately [Spielberger et al., 1971].  



   1335 
 

Lotfi F., Rodić B., Labus A., Bogdanović Z.: Smart healthcare ... 

The experiments showed unacceptable results after examining 70 samples, and 
when the data set reached 231 favourable cases, the error or accuracy metrics of the 
state anxiety achieved acceptable results, which shows the acceptable result compared 
to the conducted studies in this regard [Gruda and Hasan, 2019, Richter et al., 2020, 
Richter et al., 2021].  

One of the studies has worked on users’ state and trait anxiety by the STAI, and 
social engagement of the number of users on Twitter using linear regression. In 
addition, our MSE outputs (Table 8) have shown few more acceptable results than 
previous research [Gruda and Hasan, 2019]. Besides, in another study that focused on 
a clinical sample to predict 101 participants' anxiety based on STAI questionnaire, 
decision tree classification algorithm was used with 80.50% accuracy [Richter et al., 
2021]. Also, another research article that collected 125 participants’ anxiety data from 
the STAI and analysed them using the random forest algorithm reached 74.18% 
prediction accuracy [Richter et al., 2020]. From Figure 5 we can perceive users with 
these conditions (Table 4 and Table 7) may face nervousness in their life.  

Figure 5 shows the factor with the highest impact after training in state anxiety, is 
called “I feel nervous”. In addition, Figure 6 by using the LASSO function shows the 
option (I feel secure) with the highest impact after training in the trait anxiety. These 
results, which are mapped from ML algorithms and functions, show that because of the 
COVID-19 pandemic and several problems in the education period, some of the 
students have anxiety, but generally, they feel secure. 
 
Furthermore, the current study introduces a pattern of prediction of students’ anxiety 
by using machine learning technology so this pattern can develop smart healthcare 
systems. The performance of the linear regression algorithm is assessed using the KNN 
algorithm in checking the Overfitting and Underfitting for both the state and trait 
anxiety. In Figure 7, approximately between the 90th and 125th factors, it is clear that 
the training accuracy of our system has increased and is stable. Although Figure 8 hasn't 
touched the point of learning, this Figure shows a range of progress and is near the point 
of learning, specifically and approximately from the 110th factor onward. In addition 
to these features, Figure 8 shows monitoring the accuracy of training without the 
overfitting and underfitting the trait anxiety by K-NN so that up to the 20th factor in 
state anxiety, few overfitting problems were seen.  

Finally, the implementation of this research allows researchers to learn about 
serious issues that affect anxiety and also know how ML can predict and analyse the 
participants’ anxiety with few errors. 

6 Conclusion  

The current research explains how the findings of this study can expand experts’ 
knowledge in predicting students' anxiety using machine learning technology. 
According to the challenges of predicting anxiety among students by using ML in Table 
1, some of them were chosen as the gap in this study and have been solved. In addition, 
this research aimed to extract deep information and details about students, smoking, 
and physical activity rates by checking their final anxiety scores. Then, using linear 
regression, proved such data can be predicted with the highest accuracy metrics by this 
supervised learning algorithm. Data analysis reveals both state and trait anxiety of 231 
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university students with error metrics. Data analysis also showed the MAE and MSE 
of these factors the relationship between them, and the LASSO function, which found 
the factors with the highest impact after training. Moreover, overfitting and underfitting 
using K-NN show the lowest problems in state anxiety, especially in trait anxiety. In 
this research, some concerns have also been adequately addressed in the context of 
smart healthcare in this regard. Finally, the presented research approach can have 
several practical concepts in academia and industrial areas.  

There were few limitations in this study. The examination period was one of this 
study's limitations because they did not have enough time and focus to fill out the online 
questionnaire. In addition, the most important limitation of this research was the 
students' English language knowledge. Some of the bachelor's students hadn’t quite the 
knowledge of English language skills.    

Future research can examine the amount of physical activity, smoking cigarettes, 
and GPA in the main model and ML algorithms and functions as well as classification 
algorithms (In two sections, first without examining such features with the main 
standard questionnaire of STAI and second, analysing the stress and anxiety dataset 
with these three features and more factors in this field). Future studies can also use 
previous anxiety records, and some issues like insomnia, and analyse them by using 
deep learning methods. Researchers can focus on air pollution and its effects on 
students’ anxiety using DL as well. 
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