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Abstract: Sarcastic remarks on social media platforms have become commonplace, with people expressing their bad feelings in a quite positive manner or in a mocking way. This contradictive nature of sarcasm makes its detection a very challenging task. Many researchers have provided their solutions to perform automatic sarcasm detection from a single domain dataset. Most of them have considered only the content of the text and has ignored the context of the text. Understanding that the context of a text is the most important factor in determining either it is sarcastic or not. This study aims to detect sarcastic remarks from multi-domain dataset by using Bi-LSTM model employed with pre-trained GloVe word embeddings because the GloVe embeddings and Bi-LSTM both are good at capturing contextual information from the provided data. The dataset is generated by the concatenation of three publicly available datasets, the gosh tweets, the news headlines dataset, and the sarcasm corpus v2 dataset. GloVe embeddings will extract contextual and semantic features from the text while the Bi-LSTM model will get trained and tested on those features. The proposed model has achieved 86.35% of accuracy with 88% of Recall, Precision, and F1-score. Different experiments have been done to test the model's reliability. This study's findings indicate that the proposed model yields state-of-the-art or comparable results. The proposed study aids in improving the performance of sentiment analysis. It will also help individuals, and different organizations to identify accurate sentiments of people about individuals or products of an organization.
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1 Introduction

Social media has become an attractive everyday activity, and it is giving the most up-to-date information about a person or organization [Yue et al., 2019]. Finding out what people think (their feelings) about something, whether it's a product, a new policy, a political issue, a service, or a person, can be very useful for any organization [Gang Wang a, b et al., 2014] [Vyas and Uma, 2018]. To analyze public attitudes or views,
Sentiment Analysis (SA), which comes under the umbrella of Natural Language Processing (NLP), has gained enormous popularity in recent years. SA examines the feelings, emotions, or opinions present in a piece of text [Medhat et al., 2014][Chen et al., 2011]. SA helps organizations figure out how people feel about politics, market information [Yung-Ming Li, 2013], product evaluations, and other things so they can keep their people happy [Onan, 2019]. SA classifies statements as positive, negative, or neutral and when it comes to complex statements like sarcastic statements, SA performs misclassifications. The prevalence of figurative language on social media sites makes SA challenging [Savini et al., 2019]. “Sarcasm” is a type of figurative language which refers to the representation of negative emotions positively [del Pilar Salas-Zárate et al., 2020].

Among different types of sentiments, most people find sarcasm an attractive way of expressing their sentiments. Research on Twitter sentiments [Peng et al., 2019] reveals sarcastic remarks are larger during a service outage than on typical days, and negative sarcastic tweets elicit more social media reactions than literal negative tweets. The statistics of this analysis are provided in Figure 1.

![Figure 1: Statistics of different sentiments on Twitter on the day of the outage](image)

Identifying sarcasm has always been difficult [Chaudhari and Chandankhede, 2017]. In recent years, in the domain of Artificial Intelligence (AI), sarcasm detection has gained popularity. According to research [Maynard and Greenwood, 2014], sarcasm detection improves SA performance by 50%. Therefore, a variety of approaches have been given to construct a system for automatic sarcasm identification, including Machine Language (ML) [Reyes et al., 2013][Swami et al., 2018], and Deep Learning (DL) models [Verma et al., 2021][Poria et al., 2016]. A number of researchers have considered different sets of features based on the author’s linguistic style [Mukherjee and Bala, 2017] to identify sarcasm. Likewise, to determine the presence of sarcasm in tweets with help of ML classifiers Naïve Bayes (NB), Decision Tree (DT), Support Vector Machine (SVM), Random Forest (RF), and Adaboost [Bharti et al., 2017] are used. Conventional ML systems employ handcrafted features that involve feature engineering and domain expertise [Lecun et al., 2015] but it may lead to biasness. So, to reduce the effort for handcrafted features, DL methods are introduced that allow automatic feature extraction. It has been observed that DL algorithms outperform traditional ML
algorithms [Abdi et al., 2019]. Sarcasm identification from a multi-domain dataset has not been investigated enough and needs the researcher's attention.

This study aims to detect sarcasm in social media platforms using the multi-domain dataset. In the proposed study, a DL based method is used to determine sarcasm by using a bidirectional Long Short Term Memory (Bi-LSTM) model with a pre-trained global vector (GloVe) word embeddings [Pennington et al., 2014]. Bi-LSTM is best suited for the proposed approach as it is ideal for time series data [Karim et al., 2017] and can memorize extensive data sequences [Siami-Namini et al., 2019]. GloVe embedding works effectively with large corpora [Bhoir et al., 2017]. Three benchmark datasets have been used the Gosh Tweet dataset [Ghosh and Veale, 2017], the News Headlines dataset by Rishabh Misra [Misra and Arora, 2019], and the Sarcasm Corpus V2 dataset [Oraby et al., 2016]. Initially the data is preprocessed to remove noise. GloVe embedding collects contextual cues from data and delivers it to Bi-LSTM, which learns on supplied data and predicts sarcasm. The proposed research concludes that the recommended study can help organizations to identify people's opinions about their products or services and also the correct classification of sarcastic statements can boost SA’s performance by making it possible for SA to be able to understand complex and multifaceted statements.

Rest of the paper is organized as follows: Section 2 deals with a literature survey of sarcasm detection, Section 3 deals with material and methods used in this approach, Section 4 provides experimental strategy, results and discussions and Section 5 presents the conclusion and future work.

2 Related Work

Sarcasm detection has grabbed the interest of numerous researchers who come up with a variety of cutting-edge methods. Different researchers have used ML methods, and DL methods or have focused on feature engineering methods to detect sarcasm. This section provides a brief review of existing methods for sarcasm detection. Earlier, researchers focused on feature engineering approaches to detect sarcasm including, statistical and semantic features [Alcaide et al., 2015], N-grams [Rosso, 2012], lexical [Liu et al., 2014], contextual features [Wang et al., 2015], etc. Nagwanshi and Madhavan [Nagwanshi and Veni Madhavan, 2014] used supervised learning to identify sarcasm by extracting lexical, syntactic, semantic, pragmatic, politeness-rating, and attitude-flipping information. They believe these features indicate sarcasm. Justo, Corcoran, et al. [Justo et al., 2014] suggested a technique for detecting sarcasm using a collection of characteristics. The study produced several sets of features by mixing two characteristics from various available features including mechanical turk cues, statistical cues, linguistic, semantic, length, and concept/polarity information. The semantic feature set has been found to be more valuable in sarcasm.

Bouazizi and Ohtsuki [Bouazizi and Otsuki, 2016] studied pattern-based sarcasm recognition in tweets. This technique uses sentiment-related, punctuation-related, syntactic-semantic, and pattern-related characteristics. These features can detect sarcasm, but they need manual effort in feature extraction. A multi-feature fusion framework has been conducted to detect sarcasm by Eke, Norman, et al [Eke et al., 2021b]. This approach uses lexical characteristics to detect sarcastic inclinations of an individual. The lexical sarcastic leaning feature is then combined with eight additional
features i.e., emotion, pragmatic, hashtag, discourse marker, semantic, emoticon, microblog length, and syntactic features. Several ML models have been designed to detect sarcasm. Paving a way to effective sarcasm detection approaches using the ML model, an approach known as Intelligent ML-based Sarcasm Detection and Classification (IMLB-SDC) [Vinoth and Prabhavathy, 2022] has been developed that extracts features from the data with the help of the Term Frequency-Inverse Document Frequency TF-IDF method. The IMLB-SDC used SVM, to perform classification.

A strategy has been used on tweets in which the researcher relied not only on what was said but also on who wrote it such as Mukherjee and Bala [Mukherjee and Bala, 2017]. They examined authorial style and extracted function words and n-grams for categorization using Fuzzy clustering and NB algorithms. Focusing on sarcastic statements present in the Twitter dataset, Govindan et al [Govindan and Balakrishnan, 2022] have used SVM, RF, and RF with Bagging. During an analysis of ML techniques, it was found that most research employed SVM since it delivers promising results in text categorization.

DL approaches have also been studied that can detect sarcastic statements automatically. In an approach [Razali et al., 2021] to identify sarcasm, CNN features are mixed with the handcrafted feature set. To determine sarcasm from given data, different techniques of DL have been applied such as Long Short-Term Memory (LSTM), Convolutional Neural Network (CNN) and GRU [Goel et al., 2022]. A hybrid approach has been introduced by Jamil et al [Jamil et al., 2021] in which a CNN, has been used for feature extraction and LSTM for training and testing on those features. The study obtained remarkable results on a multi-domain dataset used for sarcasm detection. Using neural networks and a DL model, Onan and Toçoğlu [Onan and Tocoglu, 2021] employed a method to detect sarcasm online. The suggested research used word embedding models using trigrams to recognize sarcastic phrases. A three-layer Bi-LSTM model has been designed to recognize sarcastic statements. A transformer-based strategy has been presented with a DL model, LMTweets [Ahuja and Sharma, 2022] that extracts features from the dataset, and then the characteristics are fed to CNN for classification.

A method proposed by [Bhardwaj and Prusty, 2022] pre-processes the text by using BERT, and then feeds the pre-processed text into a hybrid DL model for the purposes of training and classification where the CNN and LSTM are both components of this hybrid model. A hybrid attention-based method [Pandey et al., 2021] using LSTM and 16 linguistic features was employed to recognize sarcasm. Each statement has two types of features: one drawn from the linguistic feature set and the other from DL. These traits are combined and classified into sarcastic and non-sarcastic comments. Researchers have also focused on an individual expression tendency in social media to detect sarcasm [Du et al., 2022]. A dual-channel CNN model has been used to investigate the text's emotive context. For the detection of sarcasm on the News Headlines [Misra and Arora, 2019] dataset CNN-LSTM, approach has been presented. The model has an embedding layer that converts words into their vector spaces and then vectors are passed to the CNN layer. After the convolutional layer, a Bi-LSTM has been employed for predicting sarcasm.
3 Material and Methods

The methodology of the proposed research work consists of Data acquisition, Data preprocessing, Data splitting, Feature extraction, and classification. The overall architecture of the proposed model is depicted in Figure 2.

Datasets

The datasets that have been used in proposed research are Twitter (Gosh and Veale) [Ghosh and Veale, 2017]; The News Headlines dataset [Misra and Arora, 2019] which is based on datasets from two news websites, The Onion\(^1\) which publishes sarcastic version of current events, and Huffpost\(^2\) which contains real (non-sarcastic) headlines; and Sarcasm Corpus V2 [Oraby et al., 2016] dataset, a subset of an Internet Argument Corpus (IAC) dataset that contains sarcastic posts. Sarcasm Corpus V2 includes three types of sarcasm General (GEN), Rhetorical Questions (RQ), and Hyperbole (HYP).

These datasets are publicly available and contains English textual data. In each dataset, there are two labels 0,1 where 0 denotes non-sarcastic statement and 1 denotes sarcastic statement. To create a huge, complex, and multi-domain dataset, these three datasets are concatenated. The detail of each dataset utilized in this investigation is provided in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Twitter (Gosh and Veale)</th>
<th>News Headlines dataset</th>
<th>Sarcasm Corpus V2 dataset</th>
<th>Combined Dataset (multi-domain)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GEN (50%)</td>
<td>RQ (50%)</td>
<td>HYP (50%)</td>
<td></td>
</tr>
<tr>
<td>Sarcastic</td>
<td>18488 (46%)</td>
<td>3260 (50%)</td>
<td>851 (50%)</td>
<td>36632 (47%)</td>
</tr>
<tr>
<td>Non-Sarcastic</td>
<td>21292 (54%)</td>
<td>3260 (50%)</td>
<td>851 (50%)</td>
<td>40873 (53%)</td>
</tr>
<tr>
<td>Total</td>
<td>39780</td>
<td>6520</td>
<td>1702</td>
<td>77,505</td>
</tr>
</tbody>
</table>

Table 1: Statistical information of datasets

\(^1\) https://www.theonion.com/
\(^2\) https://www.huffpost.com/
Data Preprocessing

The major challenge that NLP encounters is the presence of noise in the data. The following preprocessing steps have been applied for noise reduction as shown in Figure 3.

![Figure 3: Data preprocessing steps](image)

All the contractions present in texts are expended to their full forms using python package *contractions*, as the machine cannot understand abbreviated terms. The data that does not add information to the model is removed such as hashtag, URL pattern, user-mentioned @, numbers, punctuation marks, whitespace, and stop words.

To make the data consistent, the text is converted into lowercase. A text normalization technique, called lemmatization, has been applied using python library *spaCy* that converts different forms of a word to their root form, known as *lemma*. Data tokenization is performed which splits a sentence or words into smaller fragments or *tokens*. These tokens are very effective in discovering patterns. Padding is applied to the data by using *pad_sequences* function from Keras library to make the textual data same in shape and size.

Data Splitting

The dataset has been divided into a ratio of 80:20 for training and testing of the model, where 80 percent of the data is utilized for training and 20 percent is used for testing respectively.

GloVe Word Embedding

GloVe embedding has been applied to capture insightful features from the dataset. GloVe stands for global vectors and is one of the famous words embedding techniques which is known for its ability to capture the semantic and contextual features from the given text. To get the vector representation of the words, GloVe [Pennington et al., 2014] embedding has been used. The vector space in GloVe is used to determine similarity and dissimilarity between the words. Words having similar semantics are bunch together in same place whereas words with different meanings are mapped at farther apart within the vector space. The distance between words in vector space relates to their semantic similarity.

GloVe's benefit over other word embedding approaches is that it captures the global word-word co-occurrence matrix (global statistics or global context) in addition to the local context information (local statistics) of the words. Another reason for choosing
pre-trained GloVe embedding is that it has good performance and possess a quicker training speed because it has been pre-trained on huge datasets, and has reduced the overhead of computation.

**Proposed DL Model**

In the proposed framework, a sequential modeling method has been used which allows layer by layer model construction. The structural design of the proposed classification model is presented in *Figure 4*.

![Figure 4: Structure of proposed DL model](image)

### 3.1.1 Embedding Layer

The proposed model starts with an input layer known as embedding layer, which takes a series of tokens as input and passes it to the Bi-LSTM layer. This embedding layer uses embedding as weights obtained from the GloVe word embedding.

### 3.1.2 Bi-LSTM Layer

The Bi-LSTM model has been used that originates from the concatenation of two LSTMs i.e. forward LSTM and backward LSTM. Bi-LSTM can capture contextual information in both directions, and it can also memorize long input sequences as it has additional memory. Each of the forward and backward LSTMs of Bi-LSTM has three gates of their own, input gate $i_t$, output gate $o_t$, forget gate $f_t$, and a memory cell $c_t$ that can be calculated using equation 1, equation 2, equation 3, and equation 4 respectively. The candidate for memory cell $c_t$ at timestamp (t) and the output of hidden state $h_t$ can be obtained using equation 5 and equation 6 respectively.
In the above equations, the variable \( x_i \) denotes the word vector of current input, \( U \) and \( W \) are the weight factors, \( h_t \) indicates the vector of hidden state and \( \tanh \) is the activation function. The equation for Bi-LSTM is given in equation 7.

\[
\begin{align*}
    h_{bilstm} &= \text{concat} \left[ h \, \bar{h} \right] \\
\end{align*}
\]  

Here, \( h_{bilstm} \) represents Bi-LSTM and \( h \) indicates forward LSTM and \( \bar{h} \) denotes backward LSTM. Bi-LSTM learns the context of word vectors by sending them to 64 × 64 neurons in each layer in forward and backward directions.

### 3.1.3 Global Max Pooling Layer

A global max pooling 1D layer has been applied that reduces processing cost by calculating the maximum value in a matrix for each input vector. It can learn invariant characteristics and reduce overfitting.

### 3.1.4 Dense Layer with ReLU Activation Function

The dense layer in the proposed research uses rectified linear (ReLU) activation function \( F(x) \). Each dense layer neuron is directly connected to every preceding layer neuron. The dense layer's neurons are activated by ReLU to feed the dropout layer. ReLU determines whether to activate a neuron and also helps to prevent exponential computation power. Equation 8 defines ReLU formally.

\[
F(x) = \max(0, x) \]  

This function returns a 0 when it receives negative input but for any positive value \( x \), it returns that value back. Therefore, the output of this function ranges from 0 to infinity.

### 3.1.5 Dropout Layer

The purpose of dropout layer is to reduce overfitting. The dropout layer works by randomly losing neurons and their connections, which forces the model to increase all the neurons' generalization capacity. In the proposed architecture, the retention probability is set to 0.1, meaning neurons have a 90% chance of being active and a 10% chance of being dropped.

### 3.1.6 Dense Layer with Sigmoid Activation Function

This is the output layer of the proposed model. Here the sigmoid activation function has been used since it is optimal for binary classification.
In this study a loss function \textit{binary_crossentropy} has been used which compares the predicted class with actual output and calculates loss. “Adam” function has been used as an optimizer.

4 Results and Discussion

This section presents the details of all experiments done along with their results. The results of this study are discussed and compared with existing approaches.

Experiments

In this study, several experiments have been conducted to analyze the Bi-LSTM’s ability to identify sarcasm from complex, large, and multi-domain data. Experiments diversified data complexity from single to multi-domain. During literature review, it has been observed that the prior studies have suggested their approaches using single dataset or even a combination of two datasets. No prior research has been found which has used a combination of three datasets altogether. The proposed study has been compared with existing research and to make this comparison fair, experiments have been conducted with a single dataset, with two datasets combined, and then using all three datasets altogether. The results show that the proposed model has outperformed the established practices that are using a single or even two datasets combined.

4.1.1 Experiments with single domain dataset

A total of 3 experiments are conducted using a single domain dataset. The datasets used are News Headlines, Gosh Tweets, and Sarcasm Corpus V2 with "sarcastic" and "non-sarcastic" entries. The findings of these experiments are presented in Table 2. The confusion matrices and AUC-ROC of these experiments are provided in Figure 5.

The findings show that the model has yielded higher predictive performance on Twitter dataset by achieving 99.96% prediction accuracy as compared to other datasets. The comparison of the proposed model’s performance with several known techniques using single domain dataset is shown in Table 3 where it is evident that the proposed model outperforms the others, with its scores in bold and the highest existing score is italic.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Class</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>News Headlines</td>
<td>82.27%</td>
<td>Sarcasm</td>
<td>0.81</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.83</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>Twitter (Gosh and Veale)</td>
<td>99.96%</td>
<td>Sarcasm</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sarcasm Corpus V2</td>
<td>71.86%</td>
<td>Sarcasm</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Table 2: Experimental results of single domain datasets
(a) Confusion matrix and AUC-ROC for News Headlines

(b) Confusion matrix and AUC-ROC for Twitter (Gosh and Veale)
(c) Confusion matrix and AUC-ROC for Sarcasm Corpus V2

Figure 5: Confusion matrix and AUC-ROC with single domain dataset. The above diagrams a,b,c represents confusion matrix and AUC-ROC of each experiment with single domain dataset.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Xiong et al., 2019]</td>
<td>Self-matching (SMSD) Bi-LSTM</td>
<td>80.09%</td>
<td>72.56%</td>
<td>76.39%</td>
<td>74.42%</td>
</tr>
<tr>
<td>[Du et al., 2022]</td>
<td>CNN + Bi-LSTM</td>
<td>73%</td>
<td>--</td>
<td>--</td>
<td>76%</td>
</tr>
<tr>
<td>[Shrivastava and Kumar, 2021]</td>
<td>BERT</td>
<td>70.6%</td>
<td>72.5%</td>
<td>68.7%</td>
<td>70.5%</td>
</tr>
<tr>
<td>[Mandal and Mahto, 2019]</td>
<td>CNN-LSTM</td>
<td>86.16%</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>[Kumar and Garg, 2023]</td>
<td>TF-IDF, LSTM/Bi-LSTM</td>
<td>86.32%</td>
<td>84.39%</td>
<td>81.61%</td>
<td>85.25%</td>
</tr>
<tr>
<td>[Akula, 2021]</td>
<td>Multi-head Attention + Gated Recurrent Unit</td>
<td>88.60%</td>
<td>81.8%</td>
<td>80.9%</td>
<td>81.2%</td>
</tr>
<tr>
<td>[Eke et al., 2021a]</td>
<td>Bi-LSTM, BERT</td>
<td>98.21%</td>
<td>98.0%</td>
<td>98.50%</td>
<td>98.50%</td>
</tr>
<tr>
<td><strong>Proposed Model</strong></td>
<td>GloVe + Bi-LSTM</td>
<td><strong>99.96%</strong></td>
<td><strong>100%</strong></td>
<td><strong>100%</strong></td>
<td><strong>100%</strong></td>
</tr>
</tbody>
</table>

Table 3: Comparison of the proposed approach with existing approaches using single domain dataset.
4.1.2 Experiments with multi-domain datasets (two datasets)

Since the proposed study evaluate the Bi-LSTM’s performance on a multi-domain dataset, the next 3 experiments are conducted using a multi-domain dataset formed by concatenating two of the three datasets i.e. “Twitter (Gosh and Veale) + News Headlines”, “Sarcasm Corpus V2 + Twitter (Gosh and Veale)” and “News Headlines + Sarcasm Corpus V2” that contain both sarcastic and non-sarcastic entries. The accuracy, recall, precision and F1-score of these experiments are shown in Table 4.

It can be observed from Table 4, that the proposed model has gained higher predictive accuracy of 92.19% on multi-domain datasets formed by the concatenation of the “Sarcasm Corpus V2 + Twitter (Gosh and Veale)” dataset as compared to others. “Twitter (Gosh and Veale) + News Headlines” achieved an accuracy of 91.04% whereas a lowest accuracy of 78.55% is observed with “News Headlines + Sarcasm Corpus V2” combined dataset.

The proposed approach is compared to the existing technique that likewise uses a multi-domain dataset formed by the concatenation of two datasets and the results are presented in Table 5. The findings of the comparison show that the proposed approach outperforms the already existing one.

Confusion matrix and AUC-ROC curve for all three experiments are presented in Figure 6 respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Class</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter (Gosh and Veale) + News Headlines</td>
<td>91.04%</td>
<td>Sarcasm</td>
<td>0.89</td>
<td>0.92</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.93</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>Sarcasm Corpus V2 + Twitter (Gosh and Veale)</td>
<td>92.19%</td>
<td>Sarcasm</td>
<td>0.91</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>News Headlines + Sarcasm Corpus V2</td>
<td>78.55%</td>
<td>Sarcasm</td>
<td>0.73</td>
<td>0.80</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.83</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WeightedAvg</td>
<td>0.79</td>
<td>0.79</td>
<td>0.78</td>
</tr>
</tbody>
</table>

*Table 4: Experimental results of multi-domain datasets (two datasets)*
Table 5: Comparison of the proposed approach with existing approach using a multi-domain dataset (two datasets)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Datasets</th>
<th>Model</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Jamil et al., 2021]</td>
<td>Tweets + News Headlines</td>
<td>CNN-LSTM</td>
<td>91.6%</td>
<td>91%</td>
<td>91%</td>
<td>91%</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>Gosh Tweets + Sarcasm Corpus V2</td>
<td>GloVe + Bi-LSTM</td>
<td>92.19%</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
</tr>
</tbody>
</table>

(a) Confusion matrix and AUC-ROC for “Twitter (Gosh and Veale) + news headlines”

(b) Confusion matrix and AUC-ROC for “Sarcasm corpus v2 + Twitter (Gosh and Veale)”
4.1.3 Experiment with the multi-domain dataset (three datasets)

In the last experiment, instead of concatenating two datasets to build a multi-domain dataset, this experiment concatenates three datasets from three distinct domains i.e. News Headlines [Oraby et al., 2016], Sarcasm Corpus V2 [Alcaide et al., 2015] and Gosh Tweets [Misra and Arora, 2019]). The results obtained from this experiment are presented in Table 6 which indicates that the proposed approach has gained tremendous success by obtaining 95.40% of accuracy. Contributing as a measure of performance, Figure 7 provides confusion matrix and AUC-ROC. The results of this experiment are taken into consideration as novelty of the proposed approach.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Class</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Twitter (Gosh and Veale) + News Headlines + Sarcasm Corpus V2</td>
<td>86.35%</td>
<td>Sarcasm</td>
<td>0.87</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-sarcasm</td>
<td>0.86</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Weighted Avg</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 6: Experimental results of the multi-domain dataset (three datasets)
The strategy used to develop this approach for sarcasm detection with a multi-domain dataset considerably improved the performance of the proposed approach. The usage of GloVe word embedding with the Bi-LSTM model has a remarkable contribution to the proposed approach in detecting sarcasm. The findings show that the proposed approach has outperformed on single dataset and even when the two different datasets have been combined. Even when more complexity has been increased by concatenating three different datasets from three different domains where each domain has its own linguistic characteristics and patterns, the model still attains a remarkable performance by achieving an accuracy of 86.35% along with 88% Recall, Precision, and F1-score on such a heterogeneous dataset. It indicates proposed model is a generalized model which can identify sarcasm from a broader domain. The capability of the proposed model to detect sarcasm from such multi-domain dataset, is a testimony of its robustness and adaptability.

5 Conclusion

Due to social media's broad use, researchers have been interested in identifying sarcasm in recent years. Most of the research is based on sarcasm detection from a single domain dataset, and such techniques yield comparable stability but few studies have identified sarcasm in a multi-domain dataset. Sarcasm detection in itself is a very challenging task and its detection from multi-domain datasets makes it more challenging as the size, and complexity of data is increased with such data. In this study, a DL model, Bi-LSTM, with GloVe word embeddings has been presented to detect sarcasm from a multi-domain dataset. Three datasets from three different domains are used in this study including the Gosh Tweets dataset, News Headlines dataset, and Sarcasm Corpus V2 dataset that are further concatenated to form a multi-domain dataset. With the cross-validation technique namely, the “Hold-out-method”, data has been split into an 80:20 ratio where 80% of data is used in training and 20% is used for testing. The proposed method has used GloVe word embeddings to get contextual and semantics features from the text as these values provide more information to the model. The model has achieved 86.35% accuracy and 88% Recall, Precision, and F1-score with a multi-domain dataset formed by concatenating three datasets.
Different experiments are also performed to testify the authenticity of the proposed model while varying the complexity of data from a single domain to a multi-domain. The model outperformed previous techniques in each trial, achieving 99.96% accuracy with a single domain dataset and 92.19% accuracy with a multi-domain dataset formed by the concatenation of two datasets. Even with a multi-domain dataset produced by concatenating three datasets, the model's prediction accuracy is 86.35%. The results indicate that the proposed GloVe+Bi-LSTM model can yield promising results with the multi-domain datasets while outperforming the results of existing state-of-the-art approaches that are based on a single domain dataset.

In the future, an attempt can be made to see if the proposed model can be used to spot sarcasm in other languages such as Roman Urdu language as Roman Urdu is being widely used in Asia. Moreover, a number of new datasets can be added to make the model more generalized with even more accuracy, and different types of sarcasm (Irony, Passive aggression, Insult, Humor, Satire, etc) can be considered for detection purposes as a future goal.
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