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Abstract: Although the relationship between prognosis and oral cancer has been extensively 
investigated, its impact on recurrence and surgical margin has not been well studied. Clinical 
evaluation of a positive surgical margin in recurrent oral cancer is often challenging. The aim 
of this study was to propose an evidence-based diagnostic model using machine learning 
techniques for the prediction of risk factors of recurrent oral cancer. In addition, the 
performance of each technique was evaluated using accuracy, sensitivity, specificity, Fallout, 
F1 score, and Matthews correlation coefficient (MCC). An oral cancer dataset was provided by 
cancer registries of three hospitals in Taiwan. Of the 1,428 patients included in the current 
study, each patient in the dataset had 20 predictor variables. The results indicated that the 
KSTAR technique showed the best performance compared with other techniques. The 
GainRaito (RT) method was used in the screening to exclude five insignificant variables. The 
KSTAR technique also showed larger values for accuracy (77.04%), recall (77.98%), 
specificity (75.48%), Fallout (36.62%), F1 score (81.17%), and MCC (50.54%). Furthermore, 
the important risk factors for predicting recurrence in relation to the surgical margin in oral 
cancer were pathologic stage, behavior code, and lifestyle factors (smoking and betel nut 
chewing). Application of this proposed diagnostic model may facilitate targeted intervention to 
reduce the incidence of recurrence; however, our results suggest that adaptive machine learning 
techniques require incorporation of significant variables for optimal prediction. 
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1 Introduction  

Over the past few decades, the number of cases of cancer has been increasing 
worldwide. Oral cancer is the fifth most common cancer globally and the most 
common head and neck cancer [Fitzmaurice et al., 2016]. The worldwide incidence of 
oral cancer of 529,500, accounting for 3.8% of all cancer cases in 2017, has been 
predicted to increase by 62% to 856,000 cases by 2035 [Shield et al., 2017]. The 
number of long-term oral cancer survivors has increased recently; recurrence can 
reflect the late sequelae of treatment in this trend. In Taiwan, the incidence rate of oral 
cancer is higher than that in America or Europe. In 2017, oral cancer was the sixth 
most common neoplasm in Taiwan. Data from Taiwan Cancer Registry show that the 
annual incidence rate of oral cancer has increased from 3.46 cases per 100,000 people 
in 1979 to 22.69 cases per 100,000 people in 2015 (Figure 1 and Table 1).” 

The 5-year survival for oral cancer depends on the stage at diagnosis. In general, 
the survival rates are as follows: stage 0 (76.6%), stage I (80.3%), stage II (70.5%), 
stage III (56.0%), and stage IV [The Ministry of Health and Welfare of Taiwan, 
2018]. Wang et al. (2012) had reported the recurrence rate of oral cancer to be 
approximately 35.5% in Taiwan. For early-stage disease, surgery alone or in 
combination with local therapy is generally curative. Once the primary treatment has 
failed, the opportunity for a secondary cure is slim. Till date, the mechanisms 
involved in the occurrence of recurrence have not been elucidated. Therefore, there is 
a lack of adequate information about a causal relationship between risk factors and 
recurrence [Chang, 14] 
 

 

Figure 1: Incidence Rates of Oral Cancer in Taiwan, 1979–2015. 
(Source: Taiwan Cancer Registry, 2018) 
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Both Gender Male Female 
Year of 
diagnosis 

NO. of 
cases 

Age-adjusted 
incidence rates

NO. of 
cases 

Age-adjusted 
incidence rates

NO. of 
cases 

Age-adjusted 
incidence rates 

1979 439 3.46 364 5.17 75 1.35 
1980 509 3.98 424 6.08 85 1.49 
1981 469 3.58 380 5.34 89 1.52 
1982 445 3.37 361 5.10 84 1.38 
1983 552 4.06 453 6.21 99 1.57 
1984 620 4.34 541 7.13 79 1.17 
1985 687 4.80 574 7.47 113 1.74 
1986 662 4.44 581 7.35 81 1.19 
1987 837 5.39 718 8.79 119 1.59 
1988 878 5.42 760 8.94 118 1.54 
1989 1018 6.21 879 10.23 139 1.76 
1990 989 5.86 865 9.80 124 1.58 
1991 1247 7.16 1087 11.92 160 1.94 
1992 1485 8.19 1309 13.87 176 2.05 
1993 1570 8.47 1397 14.54 173 1.98 
1994 1751 9.12 1586 15.99 165 1.82 
1995 1866 9.53 1684 16.74 182 1.94 
1996 2242 11.08 2004 19.31 238 2.45 
1997 2504 12.02 2261 21.23 243 2.46 
1998 2804 13.05 2553 23.35 251 2.44 
1999 3257 14.76 2962 26.50 295 2.75 
2000 3458 15.19 3160 27.40 298 2.74 
2001 3588 15.27 3266 27.54 322 2.86 
2002 3851 15.99 3518 29.06 333 2.81 
2003 4318 17.28 3964 31.63 354 2.88 
2004 4854 18.95 4459 34.76 395 3.15 
2005 4799 18.21 4384 33.29 415 3.20 
2006 5390 19.94 4938 36.71 452 3.35 
2007 5728 20.65 5243 38.12 485 3.46 
2008 5986 21.02 5541 39.34 445 3.10 
2009 6605 22.68 6050 42.15 555 3.69 
2010 6724 22.47 6184 42.02 540 3.51 
2011 7003 22.85 6410 42.56 593 3.77 
2012 7153 22.82 6557 42.72 596 3.67 
2013 7330 22.77 6706 42.65 624 3.72 
2014 7660 23.31 6969 43.51 691 4.01 
2015 7628 22.69 6965 42.62 663 3.69 
Note 1: This is the incidence of invasive cancer data which was calculated by using 
the mid-year population.  
Note 2: Age-adjusted incidence rate was calculated by the direct 
method using the 2000 WHO world standard population. 

Table 1: Statistical Trend of Oral Cancers in Taiwan (1979-2015) 
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Traditionally, the clinical diagnosis of recurrent oral cancer was dependent on the 
physician’s experience with various risk factors. However, as the risk factors are of 
broad categories, years of clinical study and experience have attempted to identify 
key risk factors for recurrence, such as recurrent ovarian cancer [Tseng, 17] and 
recurrent cervical cancer [Tseng, 13].   

While the major of surgical treatment is to remove all local malignant with no 
residual malignant cells left [Reis, 17]. The status of the surgical resection and 
several clinical characteristics are important predictors of outcome for recurrence in 
oral cancer [Wong, 12]. In addition, the number of long�term oral cancer survivors 
have increased, as recurrence are considered to be an important challenge for clinical 
management. Nevertheless, the recurrence risk factors of oral cancer have not yet 
been clarified in Taiwan. The purpose of the present study was to develop an 
evidence-based diagnostic model for predicting risk factors of recurrent oral cancer. 
The remainder of this paper is organized as follows. Section 2 gives a brief 
introduction about KNN-IBK, KSTAR, Randonizable-Filtered-Classifier and 
RandomTree algorithms. The proposed medical diagnostic scheme is described in 
Section 3. Section 4 presents the experimental results. Finally, the paper is concluded 
in Section 5. 

2 Research Methods 

Taking into account the characteristics of clinical recurrence, we put forward biased 
machine learning techniques to analyze and predict the associations between variables 
and recurrence effectively and accurately. Furthermore, four classification methods 
and different association rule techniques were combined with the three cancer registry 
databases for constructing classification models and extracting association rules. The 
models and the rules can be used to identify the risk factors to predict recurrence in 
patients with oral cancer. The test dataset contained 20 independent variables, with 
one dependent variable being the presence or absence of recurrence. This study was 
designed to compare the differences in the screening of important variables, as shown 
in Figure 2. In the research design, the classifiers were evaluated under the following 
two scenarios: (1) features with their original 20 independent variables and (2) 
features with screening to exclude five insignificant variables. 

In addition, using 10-fold cross-validation and cross-validation, the dataset was 
split into 10 subsets. Finally, the risk factors extracted from the classification models 
and association rules were used to provide valuable information for clinical outcomes. 
All classification algorithms were implemented in the Weka toolkit [WEKA, 2018]. 
In this process, the following four most often used machine learning algorithms were 
selected: 

K-Nearest Neighbor (KNN-IBK)–A assessing nearest neighbor approach, where 
the distance between two feature variables is calculated and decide a belong class is 
assigned based on the nearest neighbor [Aha et al., 1991; Brighton and Mellish, 
2002]. 

KSTAR (instance-based classifiers)–The KSTAR model was able to attain 
higher predictive sensitivities and specificities based on random oversampling 
techniques. In general, it uses an entropy-based distance function to evaluate the 
similarity between two classes [Wang et al., 2006; Seyed et al., 2016]. 
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RandomizableFilteredClassifier (RFC)–The structure of FilteredClassifier, 
which is based on attribute weights, has been passed through an arbitrary filter. 
Before they are passed to the classifier, interface to something that has random 
behavior that is able to be seeded with an integer. In general, it is useful for 
constructing an ensemble classifier using the RandomCommittee meta learner [Seyed 
et al., 2016]. 

RandomTree (RT)–The RandomTree is based on bagging, which implies no 
pruning and only selects several properties to construct a tree instead of selecting all 
the properties (Dugan et al., 2015). The process of selecting and generating split 
points is as follows [Imbus et al., 2017]: (1). Set a number of attributes K; (2). 
Sampling attributes without replacement of all attributes; (3). Calculate the 
information gain of the target attribute; (4). Repeat K times to decide the split node 
when the information gain is the largest; and (5). Construct the child’s tree. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Design of the Research Process 

Based on the research design, the GainRaito (GR) method was used to screen and 
rank features by calculating the information gain of the features, which is based on 
entropy. Entropy is a commonly used measure in the information theory, which 
characterizes the purity of an arbitrary collection of examples. The performance of the 
classification algorithms was evaluated using accuracy, recall, specificity, F1 score, 
Fallout, and the Matthews correlation coefficient (MCC), which are well-known and 

20 predictive variables and 1 target variable were selected after literature review 
and discussion with clinicians 

GainRaito (GR) was used to select important variables 

Unselected variables were excluded as noise 

Selected important variables were then analysed using IBK, KSTAR, RFC, RT 

Comparison of Accuracy, Recall, Specificity, F1_Score, Fallout and the Matthews 
Correlation Coefficient (MCC) 

Select the more appropriate intervention based on patients’ properties 
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standard measures for evaluating the proposed method. These criteria are calculated 
as follows 
ܿܿܣ  = ்ା்ே்ା்ேାிାிே                                                     (1) 

 ܴ݈݈݁ܿܽ = 	 ் = 	 ்்ାிே                                                 (2) 

ݐݑ݈݈ܽܨ  = 	 ிே = 	 ிிା்ே                                               (3) 

ݕݐ݂݅ܿ݅݅ܿ݁ܵ  = 	 ்ேே = 	 ்ேிା்ே = 1 −  (4)                  ݐݑ݈݈ܽܨ

݁ݎܿݏ_1ܨ  = 	 ଶ	×்ଶ×்ାிାிே                                            (5) 

ܥܥܯ  = 	 ்×்ேିி×ிேඥ((்ାி)(்ିிே)(்ேାி)(்ேାிே))                  (6) 

 
Where TP, TN, FP, and FN stand for the case of true positives, true negatives, 

false positives, and false negatives, respectively. MCC stands for Matthews 
correlation coefficient. 

3 Empirical Study 

In this study, the oral cancer dataset provided by the Chung Shan Medical University 
Hospital, the Jen-Ai Hospital, and the Far Eastern Memorial Hospital Tumour 
Registry was used to verify the feasibility and effectiveness of K-nearest IBK, 
KSTAR, RandomizableFilteredClassifier (RFC), and RandomTree (RT). The data of 
each patient in the dataset contained 20 predictor variables, as follows: (1) age, (2) 
primary site, (3) histology, (4) behavior code, (5) differentiation, (6) tumor size, (7) 
pathologic stage, (8) surgical margin, (9) surgical, (10) radiotherapy (RT), (11) 
radiotherapy (RT) surgery, (12) sequence of local regional therapy and systemic 
therapy, (13) dose to clinical target volumes (CTV)_high, (14) number to clinical 
target volumes (CTV)_high, (15) dose to clinical target volumes (CTV)_low, (16) 
number to clinical target volumes (CTV)_low, (17) body mass index (BMI), (18) 
smoking, (19) betel nut chewing, and (20) drinking. The data also contained one 
dependent variable, i.e., recurrence or not. Excluding incomplete records, there were a 
total of 1,429 patients in the dataset. All datasets were scaled into the range of [-1.0, 
1.0] by utilizing min-max normalization method before using machine learning 
techniques. Further, we repeated each machine learning technique using the training 
dataset and evaluated it using the validation dataset. The WEKA settings of all 
machine learning techniques were applied as shown in Table 2.  
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Machine Learning  
Techniques 

Classification 
Scheme 

Settings 

IBK Lazy Classifier Model: IB1 instance-based 
classifier using 1 nearest neighbor for 
classification 

KSTAR Lazy The KSTAR algorithm implemented in 
WEKA 

RandonizableFiltered 
Classifier (RFC) 

Meta Classifier Model: IB1 instance-based 
classifier using 1 nearest neighbor for 
classification 

RandomTree Trees Seed number: 1, Number of generated 
trees: 98 

Table 2: Machine learning techniques used and the settings of training 
parameters 

 

■ Pre-Screening ■ Post-Screening 

Figure 3: Accuracy comparison of machine learning techniques between pre-
and post-screening 

Methods Accuracy Recall Specificity Fallout F1_Score MCC 

KSTAR 72.73 71.60 72.69 27.04 70.31 43.33 

IBK 69.28 66.97 70.00 31.83 67.84 36.94 

RFC 65.76 63.24 66.50 35.30 64.05 29.67 

RT 68.16 66.14 68.56 31.96 66.42 34.73 

Table 3(a): The Performance of the Machine learning techniques of Pre-
Screening 
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Methods Accuracy Recall Specificity Fallout F1_Score MCC 

KSTAR 77.04 77.96 75.48 36.62 81.17 50.54 

IBK 71.50 73.57 68.46 38.64 76.11 41.16 

RFC 70.47 73.46 66.08 37.98 74.97 39.08 

RT 71.48 73.79 68.01 38.17 76.04 41.06 

Table 3(b): The Performance of the Machine learning techniques of Post-
Screening 

Screening results after literature review and discussion with clinicians showed 
that in the part of pre-screening, the accuracy with the surgical margin was the best 
using KSTAR (67.78%), and the ranking of the risk factors was as follows: behavior 
code, radiotherapy, number to clinical target volumes (CTV)_high, dose to clinical 
target volumes (CTV)_high, and pathologic stage. Moreover, the accuracy without the 
surgery margin was the best using KSTAR (77.40%), and the ranking of the risk 
factors was as follows: radiotherapy surgery, behavior code, tumor size, histology, 
and pathologic stage. It appears that behavior code affects the incidence of recurrent 
oral cancer. Conversely, in the part of post-screening, the accuracy with the positive 
surgical margin was the best using IBK (68.61%), and the ranking of the risk factors 
was as follows: betel nut chewing, smoking, behavior code, and difference. 
Furthermore, the accuracy with the negative surgical margin was the highest using 
KSTAR (81.35%), and the ranking of the risk factors was as follows: behavior code, 
tumor size, pathologic stage, and sequence. Considering a similar case in the pre-
screening, one of these factors is behavior code, which SEER has defined as the 
“Fifth digit of the ICD-O Morphology code which designates the malignancy or 
behavior of this tumor.” The behavior code is a common risk factor and has been 
frequently described as an important predictor of recurrence [April, 18]. In addition to 
lifestyle factors, the role of betel nut chewing has been investigated by several 
researchers [Chou, 17]. Furthermore, several investigators have studied the role of 
smoking in recurrence in oral cancer [Bezerra, 18]. The results of analysis of variance 
between pre- and post-screening are presented in Figure 4. 
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4 Conclusion 

Recently, there has been an increase in the population of oral cancer survivors. This 
trend essentially reflects that an early prediction of recurrent risk factors is necessary 
in oral cancer research. Furthermore, to increase the cure rates and the effective 
medical resources, it is extremely important to discover the factors predicting 
recurrence in the actual diagnosis and treatment records for clinicians. The objective 
of this study was to propose an evidence-based diagnostic model using machine 
learning techniques for the prediction of risk factors of recurrence in oral cancer 
survivors. Results showed that KSTAR was better than other techniques in both pre-
and post-screening. Our results demonstrated that surgical margin is the most 
precondition risk factor for recurrence of oral cancer. Furthermore, after screening the 
five insignificant parameters, various factors associated with positive or negative 
surgical margin were found to be risk factors for predicting the recurrence outcome. 
In addition, the lifestyle risk factors associated with recurrent oral cancer included 
smoking and betel nut chewing. Moreover, the combined effects were often not only 
additive but also greater than multiplicative. However, the influence of both these risk 
factors declined rather rapidly following cessation of the habits, with the relative risks 
decreasing compared with those among nonsmokers. Given the association with 
lifestyle risk factors, it is important that we continue emphasizing the impact of 
quitting smoking and stopping betel nut chewing. Clinicians may use the prediction 
results as a reference and could make better clinical decisions. 
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