Data-driven Storytelling to Support Decision Making in Crisis Settings: A Case Study

Andrea Lezcano Airaldi
(National University of NorthEast, Corrientes, Argentina, alezcano@exa.unne.edu.ar)

Jorge Andrés Diaz-Pace
(UNICEN University, Tandil, Argentina, adiaz@exa.unicen.edu.ar)

Emanuel Irrazábal
(National University of NorthEast, Corrientes, Argentina, https://orcid.org/0000-0003-2096-5638, eirrazabal@exa.unne.edu.ar)

Abstract: Data-driven storytelling helps to communicate facts, easing comprehension and decision making, particularly in crisis settings such as the current COVID-19 pandemic. Several studies have reported on general practices and guidelines to follow in order to create effective narrative visualizations. However, research regarding the benefits of implementing those practices and guidelines in software development is limited. In this article, we present a case study that explores the benefits of including data visualization best practices in the development of a software system for the current health crisis. We performed a quantitative and qualitative analysis of sixteen graphs required by the system to monitor patients' isolation and circulation permits in quarantine due to the COVID-19 pandemic. The results showed that the use of storytelling techniques in data visualization contributed to an improved decision-making process in terms of increasing information comprehension and memorability by the system stakeholders.
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1 Introduction

Storytelling is currently a very effective way to convey information, as its primary goal is to engage with the audience and stimulate its attention through emotions [Nussbaumer Knaflic, 2015]. When applied to data visualization, storytelling techniques help to communicate facts and facilitate their understanding [Kosara and Mackinlay, 2013]. The implementation of data storytelling best practices in the development of a software product can significantly impact the decision-making process [Schreyögg, 2006]. However, in cases where the project requirements are volatile and have strict deadlines, these practices are often set aside in favor of dealing with the minimum required functionalities [Cohen et al., 1996].
Recently, a case study by the Canadian health system stated that the COVID-19 pandemic crisis has increased the speed of changes in application development [Krausz et al., 2020], in detriment of visual content quality. According to the author, there is a shortage of live visualizations and reports of data collected safely and in real-time when considering the different areas of public health and security for decision making. This kind of problems can even lead to the rejection of the development by its stakeholders. For instance, in the Netherlands, the first developments lasted weeks but were rejected due to issues in protecting personal data [Janssen and van der Voort, 2020]. In general, user interface issues seem to be very common in COVID-19 software projects [Rahman and Farhana, 2020].

Making informed decisions to mitigate the impact of crises is a complex task that involves collecting accurate information and evaluating multiple data sources [Reinert et al., 2020]. Data visualization can support decision-makers and address problems related to the size and complexity of the data in such contexts [Dimara et al., 2021]. [Herschel and Clements, 2017] identify data storytelling as a topic in the field of data visualization that represents a structured approach to communicating relevant results from data analysis by combining data, visualization, and narratives. It can therefore be used to provide information on the data in context and to present the results of decisions (e.g., a lockdown, or reopening policies) to government actors.

Several studies describe best practices and quality criteria to create compelling visualizations [Nussbaumer Knafl, 2015; Kosara and Mackinlay, 2013; Kosara, 2017; Segel and Heer, 2010; Tong et al., 2018b; Tong et al., 2018a; Boy et al., 2015; Nussbaumer Knafl, 2012; Tufte, 1983]. However, research work on the benefits of implementing these practices in software development, or the drawbacks of not doing so, is still limited.

In this context, we present a case study based on the development of a quarantine information system for an Argentine region of about 1-million people. The system manages the monitoring of isolation and circulation permits during quarantine due to the COVID-19 pandemic. It had high volatility in its requirements and short development cycles, prioritizing the delivery of functionality and real-time visualizations for monitoring and decision making. This meant that visual and narrative aspects were set aside and that only some of the practices were implemented by the development team.

This work aims to determine the benefits of implementing data visualization best practices in the development of a software product, as well as the impact of not doing so. We argue that visualizations implementing the guidelines and best practices found in the literature would be more successful in conveying the information and thus be more effective in supporting the decision-making process.

We sought to achieve this goal by means of a case study. We analyzed the scientific literature and synthesized the data visualization best practices and quality criteria. We used quantitative and qualitative triangulation methods for the data collection and carried out questionnaires and experiments with system users whose role involved visualization-based decision making.

Our main contribution is a summary of data storytelling guidelines grouped into five categories, which can be used as a checklist and incorporated by teams in their development workflows when creating data visualizations. The selected guidelines are supported by initial empirical evidence, as provided by our case study.
The remainder of this paper is organized as follows. Section 2 presents the background and related works. Section 3 describes the research methodology, including the collection and analysis of the data. Section 4 presents the results, and Section 5 discusses the key findings. Finally, section 6 summarizes the main conclusions and addresses future work.

2 Background and Related Works

This work involves three main areas, namely: storytelling, data visualization, and visualization quality metrics, which are separately covered in the sub-sections below.

2.1 Data visualization in software applications

Data visualization has become essential for understanding large datasets and communicating findings. It provides a valuable instrument in cases where digital media enables assisted analysis [Kosara and Mackinlay, 2013]. Given the ubiquity of data, it is vital that visualizations can quickly and clearly expose intended patterns to audiences [Ajani et al., 2021].

As stated in [Gasser et al., 2020], data collection and usage are crucial in crisis response strategies, such as the COVID-19 pandemic. In this context, the rapid development of applications that improve data collection and further exploitation becomes necessary. For instance, these systems might need to be operational in a few months to support the decision-making of health or government actors. As a side-effect, these efforts might result in software systems with reduced quality or might affect the way of working of system developers [Ralph et al., 2020].

Additional examples of rapid application developments requiring data analysis for decision-making are [Chou et al., 2020] (less than a month) and [Da Silva, 2020] (two months). In the ELIS system, which was deployed in Bosnia and Herzegovina [Ponjvic et al., 2020], one of its main objectives was simplicity and efficient communication for rapid decision-making. Along this line, [Perla et al., 2020] show the importance of visualizations and their evolution over time to meet the emerging needs of decision-making organizations. These studies agree that interactive maps and dashboards are useful tools for displaying key indicators for decision-making in crises. At last, [Dixit et al., 2020] present a tool developed in the context of the pandemic, in which the creation of visualizations was driven by a user-centric design process with prototypes and also by an iterative improvement of graphics. This process led to a set of steps to effectively create visualizations considering the needs of different participants (e.g., patients, health workers, or government authorities).

2.2 Storytelling and Data Visualization

A well-known definition of storytelling is presented by [Schreyögg, 2006] as: “the art of communicating ideas through stories.” Data storytelling has gained increasing attention in the last few years, as it allows visualizations to effectively reveal information [Gershon and Page, 2001].

[Henry Riche et al., 2018] define “data-driven stories” as stories that are either based on or contain data, visualized to support one or more intended messages, usually including annotations (labels, pointers, text) or narration. [Kosara and Mackinlay,
2013] argue that data-driven storytelling is a natural next step for data analysis and visualization and a pivotal component for effective data exploration. Visualization dashboards are commonly used for decision-making but can be insufficient for communication purposes. In a recent study, [Sarikaya et al., 2019] found that people in Business Intelligence often put screenshots of dashboards into slide presentations, suggesting a need for more powerful storytelling features.

2.3 Data Storytelling Best Practices

Some studies provide examples of best practices for data visualization to improve the comprehension and clarity of data communications and achieve simple, logical stories. For instance, [Tuft, 1983] summarizes the basic principles of information visualization to convey complex ideas in a simple way. Similarly, in [Nussbaumer Knaflic, 2015] and [Nussbaumer Knaflic, 2012], the author describes the different types of visualizations, emphasizing the design strategies and narrative techniques that can be used to communicate clearly.

In [Segel and Heer, 2010], the authors discuss common design techniques in the media to create visual stories, as well as different genres and narrative structures. The article suggests that visualizations must strike a balance between a narrative flow intended by the author and a story discovery on the reader's part. In addition, [Kosara 2017] proposes a model to formalize the structure of data stories based on comparisons of patterns currently present in the media.

In [Tong et al., 2018b, Tong et al., 2018a], the authors present an overview of the most important elements in storytelling for data visualization and also describe the current challenges of the discipline. Furthermore, [Boy et al., 2015] investigates the benefits of interaction in information visualization to encourage user exploration and discusses how different interactive elements influence the level of user engagement. The best practices found in the literature are summarized in Table 1 and detailed in Section 3.4.

2.4 Quality Metrics in Visualizations

One of the main goals in data storytelling is to achieve effective, interesting visualizations by showing the most information in the simplest way possible [Behrisch et al., 2018], thus making the audience understand and remember the key points of the story [Henry Riche et al., 2018]. Different criteria can be used to measure the quality of visualizations, such as: engagement, comprehension, memorability, impact, dissemination, or credibility [Henry Riche et al., 2018]. For this study, we selected comprehensibility and memorability because they are essential in the decision-making process, as it is necessary to understand the data to extract useful information, find patterns and trends and develop business strategies. Both criteria are described below.

- **Comprehension:** It is defined as "reading and interpreting a graphic" [Friel, 2001]. Thus, this aspect is intrinsically related to practical knowledge or graphic literacy, that is, "the ability to read and interpret visually represented data and extract information from data visualizations" [Lee et al., 2017].

- **Memorability:** Brown et al. [Brown et al., 1977] define it as "the ability to maintain and retrieving information" that is related to the main goal of visualizations: to convey a message and to facilitate insight extraction [Henry Riche et al., 2018].
3 Research Methodology

This work pursues two goals: i) understand and analyze different data visualization strategies for software products, and ii) assess the impact of implementing those strategies (as best practices) on a decision-making process in environments with rapid development characteristics. In practical terms, we were interested in understanding how the usage of visualization best practices in a software product can influence the decision-making process while minimizing costs. To this end, we formulate the following research questions:

- **RQ1:** What storytelling best practices were met in the software product development?
- **RQ2:** What is the impact of those best practices that were not considered?
- **RQ3:** What are the benefits of implementing storytelling best practices?
- **RQ4:** Could storytelling best practices have been included during development without generating delays?

To answer the questions, we chose a case-study approach, as it allows researchers to understand the studied phenomenon and its context [Yin 2003]. We followed the steps proposed by [Yin 2003], namely: case-study design, data collection, evidence collection, analysis of collected data, and reports. Each of these steps is detailed in the following sub-sections.

3.1 System under Study

The case study involved an information system developed by a provincial government in Argentina during the COVID-19 pandemic. The system is intended to manage the monitoring of isolated persons and circulation permits in the context of the quarantine measures established in the country.

The system was built to provide historical and real-time data in the form of dashboards and interactive maps for decision-making. Because of the COVID-19 crisis, the system requirements undergo constant changes, and the system had to be developed in a short period of time, prioritizing the delivery of monitoring capabilities (e.g., charts). Due to these constraints, several visual and narrative aspects were disregarded in the first system version, and the development team addressed only a handful of best practices.

As part of the case study, we analyzed a total of 16 visualizations that monitor the progress of infections by reporting: active cases, total cumulative cases, people in isolation, as well as maps of focus of infection and population mobility rates. The remaining charts provided information about the circulation permits being processed through the system, such as: the number and type of permissions requested, their status, and locations with the most entries and departures. Figure 1 shows an instance of the visualizations used in the study.
3.2 Study Design

The study was composed of four phases, in which the output of a given phase served as input for the next one, as shown in Figure 2. The phases were the following:
- **Phase 1**: Analysis of the charts and improvement suggestions;
- **Phase 2**: Prioritization, estimation, planning, and implementation of the improvements;
- **Phase 3**: Evaluation of the quality of the charts after the improvements were made;
- **Phase 4**: Post-analysis of development times, when improvement tasks were included.

![Figure 2: Visual description of the research process](image-url)
3.3 Data Collection

We adopted a triangulation approach using quantitative and qualitative data for data collection since it allows us to combine different methodologies to achieve a complete and holistic view of the unit under study [Runeson and Höst, 2009].

**Phase 1:** Nine papers related to storytelling and best practices in data visualization were collected and studied [Nussbaumer Knaflic, 2015, Kosara and Mackinlay, 2013], [Kosara, 2017, Segel and Heer, 2010, Tong et al., 2018b, Tong et al., 2018a, Boy et al., 2015, Nussbaumer Knaflic, 2012, Tufte, 1983]. With the analysis results, a best practice guide was developed to allow researchers to evaluate visualizations and identify points of improvement.

To assess the comprehension of visualizations, we used the Visual Literacy Assessment Test (VLAT) [Lee et al., 2017]. In its original version, the test consists of 53 closed questions. For this study, we used only 19 items, taking into account the tasks associated with each type of chart: retrieve value; find extremum; determine range; find correlations/trends, and make comparisons [Lee et al., 2017].

Regarding memorability, we carried out an experiment like the one proposed by [Bateman et al., 2010] to learn about the impact of implementing visualization best practices. In particular, the test measures the degree of understanding along four axes:

- **Subject:** What is the chart about?
- **Values:** What are the displayed categories and values?
- **Trend:** Whether the chart shows any changes;
- **Value Message:** Whether the author is trying to communicate some message through the chart.

Based on the results of the evaluation of the charts, the VLAT responses, and the memorability experiment (ME), we obtained a number of possible improvements that were prioritized in Phase 2. Improvements included removing unnecessary elements like gridlines, data markers, and legends or changing the order in which the charts were presented. The complete list of improvements is presented in Section 3.4.

**Phase 2:** To estimate the priority and the mean execution time of the improvements, we applied the Wideband Delphi method, an estimation technique based on team consensus [Gandomani et al., 2014].

The prioritized improvements were presented to three software development teams for time estimation. In this case, the time range was unconstrained and expressed in minutes. Estimates were made on a five-point Likert scale ranging from 1 (not important) to 5 (very important).

**Phase 3:** Once the improvements planned in Phase 2 were implemented by the development team, we carried out the VLAT and the ME again to check for variations in information perception using best practices in data visualization. With both results, we applied comparative statistical analyses.

**Phase 4:** We audited the records and logs produced by the development team using a task tracking tool. Tasks devoted to product development and maintenance were analyzed to identify busy and spare time in the first 100 days of development. We also
inspected system-specific documentation created by the team to understand how the parts (of the product) affected by the improvements worked.

### 3.4 Data Analysis

The information collected in the four phases above was analyzed using different techniques.

Table 1 summarizes several best practices for storytelling and visualization, which were based on different articles from the literature. The first column of the table lists the primary sources of information. The guidelines were categorized into five groups, namely: Narrative, Design, Interaction, No Manipulation, and Appropriate Charts, which were subsequently divided into sub-categories. Narrative refers to how the story is told and includes: N1) the order of the event sequence, and N2) the incorporation of the basic elements of a story. Likewise, Design is made up of practices related to visualization itself, such as: D1) using consistent colors, D2) highlighting what is important, D3) eliminating clutter, and D4) using text, labels, and annotations to facilitate understanding. The Interaction category includes: I1) the incentive to explore and I2) the stimulation of user's curiosity. No Manipulation refers to ethics when creating visualizations. In this sense, it encompasses the practices: M1) not tampering with the data, M2) not citing out of context information, M3) changing the data, not the design, and M4) not distorting the charts. Finally, the Appropriate Graphics category aims at: A1) choosing a simple graphic, and A2) eliminating unnecessary complexity.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Narrative</th>
<th>Design</th>
<th>Interaction</th>
<th>No Manipulation</th>
<th>Appropriate Chart</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Nussbaumer Knaflic, 2015]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Kosara and Mackinlay, 2013]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Kosara, 2017]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Segel and Heer, 2010]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Tong et al., 2018b]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Tong et al., 2018a]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Boy et al., 2015]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Nussbaumer Knaflic, 2012]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>[Tufte, 1983]</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

Table 1: Data storytelling best practices

We assessed each of the charts present in the system to determine which practices were met. The results of this evaluation are summarized in Table 2.

Each chart was assigned an identification number, and a symbol was placed according to whether it complied (✔) with the practices of Table 1 (first column of Table 2). The row %Total indicates the total percentage of compliance for each practice in the analyzed charts. We observed that, while some elements of Narrative and Design could be improved, fundamental aspects such as the choice of a simple graph and the no manipulation of information are achieved in all graphics.
In the first phase (Description), the participants observed the charts for the time needed to answer the four component questions. In the second phase (Recall and Recognition), the participants were asked to describe the aspects they remembered of the charts in as much detail as possible. The participants were assigned to one of two groups: immediate recall (15 minutes after the observation) and long-term recall (1 week after observation). The responses were recorded to facilitate further analysis and then scored according to the scale proposed in [Bateman et al., 2010]. The average time of each phase was 11 minutes, and the execution of the experiment took 22 minutes.

Table 2: Results of the chart evaluation

<table>
<thead>
<tr>
<th>Chart Id.</th>
<th>Narrative</th>
<th>Design</th>
<th>Interaction</th>
<th>No Manipulation</th>
<th>Appropriateness</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I2</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I3</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I4</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I5</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I6</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I7</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I8</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I9</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I10</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I11</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I12</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I13</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I14</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I15</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
<tr>
<td>I16</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>100</td>
</tr>
</tbody>
</table>

For both the VLAT and the ME, users with different roles and responsibilities were selected to achieve a global vision: health workers, administrative staff, IT staff (developers and technicians), and authorities.

Visual Literacy Assessment Test. The questionnaire was tested with 8 initial participants in order to correct or discard items if necessary. Participants were given a maximum time of 1 minute per question. The option to "skip" was included in each answer to avoid random responses. As a result, minor corrections were made to the questions to enhance the writing. The average execution time was 14 minutes.

For the execution of the questionnaire, 60 users were recruited, we ruled out 2 participants who were color-blind and other 6 participants whose answers were invalid, either because they responded randomly, taking a very short time (way below average) to complete the test, or did not complete it at all. A total of 52 participants remained. The response rate was 86%. From the 52 participants, 33 were women, and 19 were men, between 22 and 48 years old, with the mean age being 35 years.

As for the participants' roles, 14 were health workers, 17 were administrative staff, 12 were developers, and 9 were authorities. All participants are users of the system under study and use charts on a regular basis to make decisions.

The total possible score points on the test were 19 points. The scores for the participants ranged from 8 to 17 points ($M = 13.69; SD = 2.07$).
The experiment was conducted with 20 participants (13 women, 7 men) other than those who participated in the visual literacy test. From these 20 participants, 15% were experienced users using charts regularly, and the remaining 85% were health workers, administrative staff, and authorities who used charts only occasionally.

The responses were coded by a researcher and reviewed by a second researcher. In case of any difference, these were not greater than one point. In each phase, the total possible score points were 12 points. In the Description phase, the score ranged from 2 to 9 points ($M = 6.94; SD = 1.77$). For the Recall and Recognition phase, the scores ranged from 3 to 8 points for the immediate recall group ($M = 6.6; SD = 1.65$) and from 2 to 8 points for the long-term recall group ($M = 4.3; SD = 2.26$).

The results of the prioritization and estimation can be seen in Table 3. The Source column indicates the practice that originated the improvement suggestion during the evaluation and corresponds to those of Table 2 (N1, N2, D1 – D4, I1, A2). In ME1, the source was the memorability experiment, and the participants stated that it was not clear what information was being shown. Even though the VLAT was not a direct source, it helped us identify points of improvement. The Chart Id column identifies each of the visualizations present in the system. Column P indicates the priority (5 = high priority, 1 = low priority), and column T shows the estimated time for each improvement per chart expressed in minutes.

<table>
<thead>
<tr>
<th>Source</th>
<th>Chart Id.</th>
<th>Improvement</th>
<th>P</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>1 - 8, 14</td>
<td>Change order of the charts.</td>
<td>4.5</td>
<td>25</td>
</tr>
<tr>
<td>N2</td>
<td>1 - 9, 11</td>
<td>Add more descriptive titles.</td>
<td>4.3</td>
<td>10</td>
</tr>
<tr>
<td>N2</td>
<td>13</td>
<td>Add bar chart.</td>
<td>4.2</td>
<td>60</td>
</tr>
<tr>
<td>N2</td>
<td>14</td>
<td>Rearrange the elements.</td>
<td>1.9</td>
<td>35</td>
</tr>
<tr>
<td>D1</td>
<td>10, 14, 15</td>
<td>Change colors.</td>
<td>2.5</td>
<td>20</td>
</tr>
<tr>
<td>D2</td>
<td>1 - 8</td>
<td>Remove unnecessary data markers.</td>
<td>3.2</td>
<td>25</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>Color only what is most important.</td>
<td>2.9</td>
<td>20</td>
</tr>
<tr>
<td>D2</td>
<td>12, 13</td>
<td>Remove pie charts. Replace them with bars.</td>
<td>4.1</td>
<td>15</td>
</tr>
<tr>
<td>D3</td>
<td>1 - 8</td>
<td>Remove gridlines, avoid diagonal text, align elements to the left.</td>
<td>2.3</td>
<td>10</td>
</tr>
<tr>
<td>D3</td>
<td>9, 11</td>
<td>Avoid mixing chart types; leave more white spaces.</td>
<td>4.3</td>
<td>27</td>
</tr>
<tr>
<td>D4</td>
<td>1 - 8</td>
<td>Add information through pop-ups.</td>
<td>3.8</td>
<td>25</td>
</tr>
<tr>
<td>D4</td>
<td>9</td>
<td>Add annotations.</td>
<td>3.4</td>
<td>18</td>
</tr>
<tr>
<td>I1</td>
<td>1 - 8</td>
<td>Indicate the available interactions. E.g., &quot;click to show or hide series.&quot;</td>
<td>3.4</td>
<td>15</td>
</tr>
<tr>
<td>A2</td>
<td>1</td>
<td>Separate data into different charts.</td>
<td>4.1</td>
<td>45</td>
</tr>
<tr>
<td>A2</td>
<td>2 - 7</td>
<td>Use the same chart type for all series.</td>
<td>4.3</td>
<td>30</td>
</tr>
<tr>
<td>ME1</td>
<td>8</td>
<td>Explain what information is displayed on each axis.</td>
<td>3.2</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3: Estimation of time and priority per chart
Once the improvements were completed and approved, we performed the visual literacy test and the memorability experiment again, according to the same steps described in Section 3.1. While the participants were the same in both phases, there was a 6-week time lapse between each iteration to avoid intentional learning. Following with the example presented in Figure 1, Figure 3 shows the improved visualization. The main changes involved: addition of explanatory titles and subtitles, removal of background and gridlines, and changes in the color of the data series. The data series were labeled directly instead of using legends, and the interactions (such as mouse hovering) were indicated explicitly. Information about the series was also added via pop-ups.

**Figure 3: Example of improved visualization, following the suggestions and best practices found in the literature**

For the visual literacy test, the questionnaire and the instructions given to the participants were the same as in Phase 1. In this case, the average execution time was 12.30 minutes, and the scores ranged from 10 to 19 points ($M = 15.33; SD = 2.23$). In some items, we observed a higher correct response rate (≥ 80%).

Regarding the memorability experiment, the steps described in the first iteration of the experiment were repeated. In this case, we observed that the participants required less time for the description and observation phase, which influenced the average execution time of the experiment, which was 18 minutes (4 minutes less than in Phase 1). The responses were again scored by one researcher and reviewed by another one. In the Description phase, the scores ranged from 4 to 10 points ($M = 6.9; SD = 2.6$) for the long-term recall group. For the Recall phase, the scores were 6 to 10 points ($M = 8.1; SD = 1.29$) for participants in the immediate recall group, and from 4 to 10 points ($M = 6.9; SD = 2.6$) for the long-term recall group.

Regarding the development schedule analysis, Figure 4 presents a summary of the distribution of work during the first 4 weeks of development, obtained from the records and logs kept by the team. The time used by the development team was divided into three possible states: resting times, working times, and timeouts or waiting times. The latter was the time spent between tasks waiting for approvals or new directives. The Y-
axis shows the hours of the day (0 - 23), and the colors green, red, and grey indicate resting times, working times, and timeouts, respectively.

The first few weeks (days 1 – 30), there were periods of intense work until the fundamental requirements were completed, followed by rather irregular breaks. The average daily working time was 10 hours, with 2-4 tasks per day. In cases where the time to implement new features was critical, the daily work exceeded the average, reaching up to 12 hours. Thus, in the following days, more resting times were observed. Waiting times or downtime in which other technical tasks were possible were employed to verify completed requirements, train health workers to use the system, or wait for new requirements or modifications to current functionalities. The average waiting time was 2.5 hours per day. Towards the third month (days 70 – 100), greater stability was achieved, with proportional working and resting times and lower waiting times.

**Figure 4:** Times used for development tasks during the first month

Table 4 summarizes significant waiting times per week. For this study, we considered a significant time of 60 minutes, given that a developer needs a time of understanding, preparation, construction, and testing of a requirement [Jørgensen, 2004].

<table>
<thead>
<tr>
<th>Week</th>
<th>Waiting Times</th>
<th>Week</th>
<th>Waiting Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11 h.</td>
<td>9</td>
<td>4 h.</td>
</tr>
<tr>
<td>2</td>
<td>15 h.</td>
<td>10</td>
<td>2 h.</td>
</tr>
<tr>
<td>3</td>
<td>21 h.</td>
<td>11</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>21 h.</td>
<td>12</td>
<td>15 h.</td>
</tr>
<tr>
<td>5</td>
<td>8 h.</td>
<td>13</td>
<td>10 h.</td>
</tr>
<tr>
<td>6</td>
<td>4 h.</td>
<td>14</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>6 h.</td>
<td>15</td>
<td>5 h.</td>
</tr>
<tr>
<td>8</td>
<td>8 h.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4:** Significant waiting times during the software development
4 Results

This section presents the findings of the study. We discuss the results for the VLAT and the ME before and after improvements were made to visualizations. We also comment on the inclusion of the improvement tasks in the original development schedule.

Visual Literacy Assessment Test. In Phase 1, the participants scored an average of 13.69 points (SD = 2.07), with scores ranging from 8 to 17 points. In Phase 3, the average score was 15.33 (SD = 2.23), with a minimum of 10 points and a maximum of 19. In addition, we performed a Shapiro-Wilk test [Royston, 1982] to check the normality of the scores and facilitate observations. The results showed that scores in both phases follow a normal distribution – (w = 0.956, p = 0.053) and (w = 0.956, p = 0.057) for the first and third phases, respectively.

At the item level, we conducted a McNemar test [Eliasziw and Donner, 1991] for paired proportions with a significance level $\alpha = 0.001$, under the hypothesis that best practices and improvements would increase comprehension. Figure 5 shows the results. The asterisks (*) indicate the items in which a significant difference in comprehension was observed. According to these results, significant differences were found in 14 of the 19 items. Among them, 3 items (items 10, 15, 19) had high scores on both occasions (the correct answer rate was equal to or greater than 80%). For the remaining items that had a significant difference, 4 of them were associated with the task of Identify Values (items 1, 16, 13, 17), 2 with Find Extremums (items 11, 14), 2 with Determine Ranges (items 3, 8), 2 with Make Comparisons (items 5, 12), and 1 with Identify Trends (item 16).

![Figure 5: Percentage of correct answers per item in each iteration of the Visual Literacy Assessment Test](image)

The overall performance of the participants was also analyzed. They achieved relatively high scores in both cases: the correct answer rate was more than 40%. Some participants maintained the same scores in phases 1 and 3. However, there were cases (participants 15, 27, 45) in which we observed a considerable increase in the scores (see Figure 6). In addition, we performed a pairwise t-test to determine whether there was a significant difference between the score means in both iterations of the test, with $\alpha = 0.05$. The
result was $p = 6.39513 \times 10^{-12}$, which was sufficient evidence to reject the null hypothesis and infer that the improvements increased graph comprehension.

![Figure 6: Participants' performance in each iteration of the Visual Literacy Assessment Test](image)

**Memorability experiment.** The scores in both the Description and Recall and Recognition phases were computed based on the coded responses. We applied a one-tailed pairwise t-test with a significance level $\alpha = 0.05$ to determine whether the presence of visualization best practices altered the quality of participant's chart descriptions. The null hypothesis was that best practices would aid the interpretation of charts. These results are shown graphically in Figure 7. Asterisks (*) indicate significant differences. There were no significant differences in the Description phase for the chart subject ($t = -0.44, p = 0.33$), or the trend ($t = 0, p = 0.5$). However, we observed differences for the values ($t = -1.8, p = 0.04$) and the message ($t = -1.75, p = 0.04$), which were easier to identify with the improved charts, as seen in Figure 7.

![Figure 7: Mean ± Standard Deviation of scores in the Description phase of the memorability experiment](image)
As for the Recall and Recognition phase, participants in the short-term group showed no significant differences for the chart subject \((t = -0.69, p = 0.25)\), the trend \((t = -0.43, p = 0.34)\), or the message \((t = -0.64, p = 0.27)\). However, there was a difference in the chart values \((t = -1.75, p = 0.03)\). For participants in the long-term recall group, there were significant differences in the subject \((t = -3.77, p = 0.002)\) and the values \((t = -1.77, p = 0.05)\) of the chart; we observed no differences in the trend \((t = -0.43, p = 0.34)\) and the message \((t = -0.58, p = 0.29)\), as shown in Figure 8.

![Figure 8: Mean ± Standard Deviation of scores in the Recall and Recognition phase of the memorability experiment](image)

We also observed participants’ performance across the two iterations of the experiment (see Figure 9). In the first one, the score for the Description phase ranged from 2 to 9 points \((M = 6.9; SD = 1.77)\). For the Recall and Recognition phase, participants in the short-term group scored between 3 and 8 points \((M = 6.6; SD = 1.65)\), while those in the long-term group scored between 2 and 8 points \((M = 4.3; SD = 2.26)\). In the second iteration, the score ranged from 4 to 10 points for the Description phase \((M = 8; SD = 1.75)\). For the Recognition and Recall phase, participants in the short-term group scored between 6 and 10 points \((M = 8.1; SD = 1.29)\) while the long-term group scored between 4 and 10 points \((M = 6.9; SD = 2.6)\).

![Figure 9: Mean ± Standard Deviation of scores in Description and Recall and Recognition phases in each iteration of the memorability experiment](image)
Table 5 presents the actual development times recorded in the improvement tasks. In particular, the TDT column indicates the total development time of each improvement, taking into account all charts expressed in minutes.

<table>
<thead>
<tr>
<th>Source</th>
<th>Chart Id.</th>
<th>Improvement</th>
<th>P</th>
<th>TDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>1 - 8, 14</td>
<td>Change the order of the charts.</td>
<td>1.9</td>
<td>40</td>
</tr>
<tr>
<td>N2</td>
<td>1 - 9, 11</td>
<td>Add more descriptive titles.</td>
<td>2.5</td>
<td>45</td>
</tr>
<tr>
<td>N2</td>
<td>13</td>
<td>Add bar chart.</td>
<td>3.2</td>
<td>105</td>
</tr>
<tr>
<td>N2</td>
<td>14</td>
<td>Re-arrange the elements.</td>
<td>2.9</td>
<td>30</td>
</tr>
<tr>
<td>D1</td>
<td>10, 14, 15</td>
<td>Change colors.</td>
<td>4.1</td>
<td>20</td>
</tr>
<tr>
<td>D2</td>
<td>1 - 8</td>
<td>Remove unnecessary data markers.</td>
<td>2.3</td>
<td>75</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>Color only what is most important.</td>
<td>4.3</td>
<td>45</td>
</tr>
<tr>
<td>D2</td>
<td>12, 13</td>
<td>Remove pie charts. Replace them with bars.</td>
<td>3.8</td>
<td>150</td>
</tr>
<tr>
<td>D3</td>
<td>1 - 8</td>
<td>Remove gridlines, avoid diagonal text, align elements to the left.</td>
<td>3.4</td>
<td>30</td>
</tr>
<tr>
<td>D3</td>
<td>9, 11</td>
<td>Avoid mixing chart types; leave more white spaces.</td>
<td>3.4</td>
<td>120</td>
</tr>
<tr>
<td>D4</td>
<td>1 - 8</td>
<td>Add information through pop-ups.</td>
<td>4.1</td>
<td>90</td>
</tr>
<tr>
<td>D4</td>
<td>9</td>
<td>Add annotations.</td>
<td>4.3</td>
<td>80</td>
</tr>
<tr>
<td>I1</td>
<td>1 - 8</td>
<td>Indicate the available interactions. E.g, &quot;click to show or hide series.&quot;</td>
<td>3.2</td>
<td>45</td>
</tr>
<tr>
<td>A2</td>
<td>1</td>
<td>Separate data into different charts.</td>
<td>4.1</td>
<td>45</td>
</tr>
<tr>
<td>A2</td>
<td>2 - 7</td>
<td>Use the same chart type for all series.</td>
<td>4.3</td>
<td>30</td>
</tr>
<tr>
<td>E1</td>
<td>8</td>
<td>Explain what information is displayed on each axis.</td>
<td>3.2</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 5: Summary of total development times per improvement

Figure 10 shows the development times having incorporated the improvement tasks (shown in yellow) into the timeouts recorded in Phase 4 of section 3.1. The analysis took into account waiting times and the date on which the development team originally carried out the construction of the chart. We observed that the improvements would not have taken extra time if they were included from the beginning of the development process.
5 Discussion

This section discusses the results obtained and the answers to our research questions.

RQ1: What storytelling best practices were met in the software product development? As Table 2 shows, the practices related to Narrative, Design, and Interaction were the least fulfilled in the creation of the charts. On the other hand, those practices related to No Manipulation of Information and Appropriate Charts were present in most cases.

We present below the details of each practice and its percentage of compliance.

- Narrative. This feature was affected mainly by the absence of explanatory titles, which does not provide a clear idea of what information is presented on each chart, coupled with the inconvenient order in which the charts were arranged.

- Design. Some factors contributing negatively to the design were: lack of white space, diagonally oriented data labels, and an abundance of data markers. Also, some milestones in the data could have been highlighted by using text and annotations.

- Interaction. Except for the charts monitoring infections (1–8), most charts did not offer any kind of interaction for the user. In cases in which there were interactive elements, they were not explicitly indicated, and users had to find them on their own, losing the opportunity for the "dialogue" between the user and the data, as [Dimara and Perin, 2020] point out.

- No Manipulation. Aspects of fidelity and no manipulation of information, which are key factors when communicating, were fulfilled in all the charts evaluated. The information was accurate and not biased.
- **Appropriate Charts.** In most cases, simple charts were chosen to represent the information. However, there were cases in which the reading and interpretation of the data could have been further facilitated. For instance, pie charts could have been replaced by horizontal bar charts.

**RQ2: What is the impact of those best practices that were not considered?** The results of the VLAT (in Phase 1) indicate that users had greater difficulty answering questions when the chart elements were not clear enough. This situation is evident in items 1 and 12, which had the lowest rate of correct answers (less than 70%). These items were associated with the Identify Value and Make Comparisons tasks, respectively.

As for the memorability experiment, some users required more time to answer questions in the Observation and Description phase. For the Recall and Recognition phase, participants located in the short-term group had no problems describing the details of the charts. Those participants with more experience in data visualizations suggested possible improvements to aid interpretation. Participants in the long-term recall group, on the other hand, required more suggestions to remember the fine details of the charts.

**RQ3: What are the benefits of implementing storytelling best practices?** The results of both the VLAT and the ME (in Phase 3) show a positive relationship between the implementation of best practices in data visualization and the ability to understand and remember graphs by users. Users scored significantly higher than in the previous iteration (carried out in Phase 1).

In the VLAT, users performed better with the tasks of Identifying Values, Finding Extremes, Determining Ranges, Making Comparisons, and Identifying Trends.

In the memorability experiment, there were significant differences in the identification of the subject and values of the chart, but not for the cases of Trends and Message. This fact indicates that visualizations incorporating narrative strategies seem to generate user interaction and eliminate visual clutter, conveying information more clearly to users. This is consistent with [Tufte, 1983], which proposes the data-to-ink ratio, where the author argues that any ink that is not used to present data must be removed. Similarly, [Nussbaum Knaflic, 2015] offers some recommendations to reduce the effort required to interpret the information behind a chart.

Overall, these findings confirmed the importance of data storytelling as means to facilitate the understanding and memorization of the information [Shi et al., 2020].

**RQ4: Could storytelling best practices have been included during development without generating delays?** The developers often neglected the design of the graphics in favor of other aspects and functionalities of the system due to the lack of knowledge about good practices in data visualization. After observing the system development logs, we confirmed that poor visualizations were not due to the lack of time but rather to the lack of knowledge and guidance when creating visualizations. In particular, narrative-related tasks (e.g., changing the order of graphics or adding descriptive titles) and design (removing unnecessary data markers, removing grid lines, or adding annotations) could have been performed during timeouts, as they did not represent
major challenges for the team. This observation highlights the need to institutionalize the guidelines so they can be addressed from the beginning of the development process.

5.1 Threats to Validity

Validity refers to the reliability of the results, i.e., the extent to which the results are valid and not influenced by the perspective of the researchers. We considered the four aspects of validity as proposed in [Runeson and Höst, 2009].

Construct validity. It reflects the extent to which the research methodology represents what the researchers have in mind and what is investigated in relation to the research questions [Runeson and Höst, 2009]. In our study, the quality criteria considered are subjective, and as such, their definition depends on the context, and they are not directly measurable [Henry Riche et al., 2018]. To evaluate the criteria, we used previously validated instruments [Lee et al., 2017, Bateman et al., 2010] and had other researchers verify them.

Internal validity. It analyzes risks when studying causal relationships. When the researcher studies whether a factor affects an investigated factor, there is a risk that the latter will also be affected by a third factor [Runeson and Höst, 2009]. If the researcher is unaware of the third factor or its degree of interference, there is a threat to internal validity. The VLAT and the ME were conducted with the same participants, which can be a risk of intentional learning that could skew the results. This threat was mitigated with a time span of six weeks between each iteration of the experiments.

External validity. It refers to what extent it is possible to generalize findings beyond the case under study and to what extent they are of interest to the public outside the organization where the research is carried out. While this research was conducted on a single information system, the purpose of these types of studies is to enable generalization when the results extend to cases that have common characteristics, and therefore for which the findings are relevant [Runeson and Höst, 2009]. To mitigate this threat, users with different roles, responsibilities, and experience were selected for both the VLAT and the ME.

Reliability. It shows the extent to which the research data and findings are independent of researchers. That is, if another author conducted the same study, the results should be the same or similar [Runeson and Höst, 2009]. This threat was mitigated by having three researchers conducting the study. In addition, the steps of this research, together with the instruments used, the questionnaire, and the experiment, were all reviewed by a third author.

6 Conclusions

This article presents the results of a case study that investigates the role of data visualization best practices in the development of a software product, as well as the benefits of implementing them and the impact of those practices that were not included. The data were collected through the study of 9 articles from the literature, the execution of 52 questionnaires, 20 experiments, and the analysis of the system development tasks log.

We found that the usage of storytelling techniques aids the decision-making process by implementing narrative and design strategies that increase understanding
and memorability of visualizations, thus facilitating the process of interpreting data, finding patterns, and extracting information for the system stakeholders.

Among the reasons for not applying visualization practices by the team, we noticed that they seemed to be the lack of knowledge and poor preparation in terms of information visualization and storytelling techniques, rather than the lack of time, considering that the practices often represent small tasks and can be performed during waiting times. In the absence of these skills, developers rely on the default settings of tools, making stories lose their potential or become difficult to understand. Therefore, to identify improvement points, we argue that teams need to know the context and needs for each case, properly analyze the graphs, and learn about visualization best practices.

This work introduces a series of guidelines grouped into five categories that can be used as a checklist and incorporated by teams in their development workflows when creating data-driven visualizations. The guidelines also provide insights into how the implementation of these practices influence comprehension and memorability of charts, which fosters better decision-making. We suggest integrating some kind of monitoring to minimize deviations when new charts are added, or the current ones need to be modified.

Finally, the results of this study provide a strong basis for future research. Future work includes the execution of a secondary mapping study to review the guidelines and quality criteria associated with data-driven storytelling, as well as the development of a model to evaluate the quality of visualizations.
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