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Abstract: Machine learning is a branch of computer science concerned with developing algorithms & models capable of learning through data and iterations. Deep learning simulates the structure and function of human organs and diseases using artificial neural networks with more than one hidden layer. The primary purpose of this work is to develop and test computer vision and machine learning algorithms for classifying Huanglongbing (HLB)-infected, healthy, and unhealthy leaves and fruits of the citrus plant. The images were segmented using a normalized graph cut, and texture information was extracted using a co-occurrence matrix. The collected attributes were used for classification and support vector machine (SVM), and deep learning methods were employed. When rating the classification outcomes, the accuracy of the classification and the number of false positives and false negatives were considered. The result shows that Deep Learning could create categories up to 96.8% of HLB-infected leaves and fruits. Despite a broad variance in intensity from leaves collected in North India, this method suggests it could be beneficial in diagnosing HLB.
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1 Introduction

Crop plant diseases are a matter of serious concern and various diseases and pests wreak havoc on India's agriculture, the country's prime source of GDP. India is an agriculture-driven economy, and a lot of research is being done in this sector for the benefit of all stakeholders. Agricultural research automation using new technologies needs to be investigated for the benefit of society. This paper discusses citrus leaves and fruits diseases and explores the use of advanced modern technology. Research is conducted on citrus plants for growth and production despite abundant land suitable for citrus plantations. In the past, specialists saw and diagnosed such plant diseases and pests with their own eyes. However, a loss of low-level accuracy has been attributed to naked-eye diagnosis. As a result of the high demand, several modern technologies were
used to develop systems to detect plant diseases and pests. The decline in plant diseases led to an increase in production, which boosted the economy. The increase in citrus crop production was critical to India's economic, social, and environmental development.

The use of technology has improved the precision and dependability of detection and analysis processes. New technologies can aid in the treatment of unexpected diseases. The use of cutting-edge technology has put a stop to the diseases. Infectious crop diseases can cause droughts and famine, putting human lives in danger. Agribusiness may suffer significant losses. The use of computer vision (CV) and machine learning may aid in diagnosing and treating specific diseases. AI uses computers to perceive and comprehend its surroundings. However, it has also been used to identify and analyse materials in medical procedures. Using computer vision to avoid plant diseases improves food security.

CV has helped determine the severity of the disease. Deep learning can predict diseases in plants and animals with high accuracy [Janarthan, 2020] [Jiménez-Bello, 2015]. It is used to prevent diseases from emerging too late and classify diseases. Unlike that of human, a plant's disease is not contagious. The commonality of diseases is due to a variety of causes. Human-to-plant diseases, on the other hand, are uncommon. It is possible to improve the current technology by studying the data about it. Photographs of leaves and other plant components can be used to diagnose plant problems [Hosseinimehr, 2003]. Among other things, this technology could be used to analyse images of people and detect diseases and their eradication rates. This research paper aims to investigate how image-based technologies could be used to diagnose citrus plant diseases and make recommendations for future research.

In recent years, machine vision and learning have been used to detect and classify plant diseases [Khattak, 2021] [Zeng, 2020] [Pan, 2019]. Such actions are required to ensure agriculture's long-term viability and avoid significant economic losses. Citrus canker, Huanglongbing (HLB), and citrus greening are the three major citrus diseases that threaten citric acid output (Candidatus Liberibacter asiaticus). Citrus conditions affect many countries. Citrus growers in India are constantly working to prevent and manage disease outbreaks. Pesticide spraying and plant damage are used to treat the Asian citrus psyllid (Diaphorina citri Kuwayama). To prevent disease spread, an effective diagnostic tool must be developed.

To diagnose unhealthy leaves in the laboratory using polymerase chain reaction (PCR), extensive scouting for diseased trees and frequent field inspections for symptoms are required. Using machine vision technologies in the field can help improve disease prevention. Scouting can be aided by machine vision and PCR analysis. It also lowers the cost of detecting illness because fewer samples are required for PCR analysis. According to an automated vision system, the leaves of citrus fruits grown under controlled laboratory conditions had the greasy spot, Milanese, and scabs. The researchers had completed their work.

[Cao, 2019] provided and proposed features for identifying citrus diseases using colour co-occurrence matrix (CCM) characteristics. Colour and texture qualities have been identified as necessary in disease diagnosis. Because conventional imaging methods cannot gather as much spatial and spectral information as fluorescent imaging spectroscopy, a field-use sensing methodology is required. These advancements have improved their utility in field situations.
1.1 Problem Statement

Because the world's population continues to grow at an alarming rate, governments throughout the world are concerned about plant disease automation in agriculture science. Plants and animals can be diagnosed with more precision and efficiency, thanks to today's more widespread adoption of technology. To stop and prevent a disease's transmission, the first step is the discovery of the sickness. Animal-to-human transmission of illnesses makes worldwide eradication harder. Researchers have been studying the most prevalent diseases in people and plants for decades. The detection and discovery procedures are far from complete, even though certain components have been accomplished. Some diseases have become pandemics because medical science has not been able to recognize them in a timely way. It is our goal to apply artificial intelligence to explain the disease's idiosyncrasies and learn how to identify the condition when it first shows up.

2 Literature review

Machine learning (ML) technology enables robots to interact and learn from humans. As a result, robots can act on behalf of humans and make decisions just as humans can. Recently, it has been a leading industry for growth. Machine learning may be used to classify plant diseases. This technique marks a turning point in the fight against plant diseases by providing a substantial first step. It has boosted agricultural yields. After three years of development, the technology that incorporates visualization approaches has achieved its present level. It is possible to relieve many of the world's present issues if illnesses can be recognized and treated early on. The popularity of machine learning (ML) is increasing throughout the globe. ML and DL specialists use several methods to diagnose patients [Ok, 2018]. Existing diagnostic equipment for these disorders has limitations in terms of its usefulness and precision.

Aside from the temporal complexity of ML and DL, many of the technologies used to diagnose these diseases are obsolete or rely on historical data, resulting in significant diagnostic ambiguity. Another issue is the sensitivity of segmentation [Luque, 2020]. High Precision and sensitivity are required to achieve the desired results (RoI). Second, a language barrier has an impact on how the technology is used. Another impediment to the adoption of this technology is a lack of resources. Most ML and DL procedures necessitate many resources. Commercial and public funds are frequently used to support research into human and plant diseases.

Citrus Plants have grown in importance over time. Science and technology have long recognized citrus plants' critical roles in human health, energy production, and global warming [Somers, 2009]. When there are fewer plants on Earth, global warming is more likely [Tits, 2014]. Several research initiatives have been launched to assist scientists in the development of a cutting-edge convolutional system for image detection and plant disease classification. Image recognition can assist in distinguishing between healthy and diseased leaves. To detect anomalies in plant images, convolutional neural networks (CNNs) may be used. Using images of healthy and sick plants, researchers can compare their findings.

Deep Learning can detect risks to human and plant health. To detect infections, the leaves of infected plants are pixel-by-pixel examined. Researchers can use this...
information to determine which diseases affect plants and how to prevent their spread [La Rosa, 2020]. It has been demonstrated that DL technology can improve accuracy by up to 98.59 percent. Plant pathology has made significant advances in disease control and global temperature reduction. To effectively use image detection technology, one must first understand how the leaves of sick plants differ from those of healthy plants. Some of the leaves may have black spots or dry edges. The stiffness of the dried parts makes it easy to see when they have folded. Machine learning attempts to find these distinctions without the use of humans.

Artificial neural networks (ANN), decision trees, support vector machines (SVM), and K-means have all been used to diagnose diseases [Hazarika, 2020]. Compatibility difficulties prevent computers from using photographs taken in the field. During the conversion process, images are transformed into data that computers and machines can interpret. For the technology to work, images must be converted into computer-readable data. You need a basic understanding of computer science and programming to excel here.

Image-based disease detection and recognition in humans can aid in discovering diseases that affect specific regions of the body, in addition to knowledge application in plants and timely diagnosis of diseases. Some human diseases result in severe tissue and organ damage. One of the most common types of prostate cancer is adenocarcinoma. Doctors can detect the disease by scanning a patient's body for abnormalities. [Delalieux, 2014] One in every nine men will develop prostate cancer at some point in their lives. The most reliable method for diagnosing cancer in men is subjective tissue evaluation. To be effective, the Gleason method [Zhang, 2019] necessitates extensive tissue research. The Gleason scale's inaccuracy has been addressed and how it might be used to treat prostate cancer patients. Artificial intelligence is being used to assess the cancer impact of prostatectomy specimens. The appearance of body organs must be considered both before and after a disease such as cancer. Computers outperform humans in distinguishing between organs of varying sizes and shapes. Early detection of illness has the potential to save lives.

Image-based disease detection is beneficial to some plants, such as cassava. Drought-tolerant crops, such as cassava, are critical to agriculture's ability to control food supply and nutrients [Ali, 1977]. Several of these crops are threatened by diseases, making it difficult for agriculture departments to meet their targets. Knowing more about the disease may help us avoid problems in the future. The use of CNN enables accurate disease analysis. [Liu, 2016]. This method is precise and dependable. Diseases have been classified based on affecting leaves and other plant parts [Su, 2021]. Some diseases attack specific parts of a leaf, whereas others attack the entire leaf or even the stem. Images of leaf samples can be analysed to determine which category best corresponds to a given illness.

Many countries, notably in Sub-Saharan Africa, rely on cassava as a staple food. Despite this, it has lost most of its nutritional content as a result of viral infections. As of 2014, there were 145 million tonnes of cassava harvested in Africa. The vast majority of food safety devices on the market today are geared at maximizing efficiency rather than decreasing it. Food shortages can be alleviated by using cutting-edge technology to identify and cure illnesses that impede production. Raw materials from the majority of plants are utilized in different industrial processes. These plants are prone to yield subpar goods if they are of poor quality.
2.1 Literature Survey on Types of Plant Diseases

Plant disease features are difficult to elicit during the diagnostic procedure. Visual features such as texture, shape, colour, and motion can be utilized to diagnose the symptoms of disease. Disease feature extraction necessitates the use of these features as well [Perry, 1980]. A novel approach based on colour and texture signals were developed by Raza and his colleagues to detect disease spots. [Hu, 2021(a)] created the D-S evidence theory and multifeature fusion to improve D-S evidence theory judgement techniques. This was followed by the introduction of variance into the D-S evidence theory selection criteria. The Local Binary Patterns (LBP) approach has been enhanced by [Garcia-Cruz, 2019] to use the original LBP local quadratic value to transform an image into grayscale and process the R and G channels of an image by considering both the overall and region. According to Li and colleagues [Mignani, 2016], a deep migrating learning model was employed to extract IoT properties for the smart city. Creating a music app that extracts crucial audio components to make the visuals responsive to music is an example of this. In recent years, new methods for extracting characteristics have emerged. The researchers devised two novel estimators for spectrum estimation in the context of the complicated task of detecting important and distinguishing features from EEG data. According to [Tits, 2011], a residual neural network (SCR) [Guillén-Climent, 2013] was used to extract the high-dimensional time-frequency spectrum features.

2.2 Image Segmentation

Identifying plant disease features is tough. Textures, form, colour, and motion can all help diagnose sickness. These features are essential for disease extraction. [Mignani, 2016] In this study, Raza and his team used colour and texture clues to detect illness spots. [Hu, 2021(b)] improved D-S evidence theory assessment techniques by combining multifeatures. The outcomes of the D-S evidence theory selection criteria were then varied. To process an image's R and G channels, Turkoglu developed an update to the Local Binary Patterns (LBP) approach that employs the original LBP local quadratic value to turn the picture into grayscale. [Thakur, 2021]. A smart city IoT feature extraction model. Extraction of essential audio components to make visuals responsive to music is one example. In recent years, new strategies for extracting characteristics have been developed. To detect relevant and distinguishing aspects in EEG data, the researchers constructed two novel spectrum estimators [Aparisi, 2021]. The residual neural network was used to recover the high-dimensional time-frequency spectrum features [Mills, 2021]. (SCR). [Marjańska, 2017], A technique proposed by [Edan, 1991], may quantify milling tool wear.

2.3 Feature Extraction

Throughout the diagnostic process, extracting plant disease traits is challenging. Texture, shape, colour, and motion are all visual characteristics that can identify illness abnormalities in a patient's body. These characteristics are also crucial for extracting disease features. In [Xiaomei, 2019], colour and textural cues were used to create a novel method for detecting illness spots. [Senthilkumar, 2019] developed this multifeature fusion and Dumpster–Shafer (D-S) evidence theory to improve D-S evidence theory judgement methods. The D-S evidence theory selection criteria were
then refined by incorporating variance. On the other hand, Turkoglu has presented an updated version of the Local Binary Patterns approach that employs the original LBP local quadratic value to transform an image into grayscale, processing the R and G channels of an image by considering both the overall and region. Li and colleagues used a deep migrating learning model to extract IoT features for the smart city [Hasan, 2021]. This has been demonstrated by the development of a music application that extracts important audio components to make the images responsive to the music. In recent studies, several novel techniques for extracting characteristics have been developed and used. In addition, the researchers developed two novel estimators for spectrum estimation in the context of the difficult problem of detecting significant and distinguishable properties in EEG data [Zheng, 2021(b)]. The residual neural network described by Liu and colleagues [Senthilkumar, 2020] was used to extract the high-dimensional time-frequency spectrum characteristics. (SCR). [Chuquisuta Trigoso, 2020] Xu and colleagues describe a method for measuring milling tool wear in their paper.

### 2.4 Disease Identification

A wide range of methods is being developed and tested to ensure that reliable results for exact identification can be obtained. The identification model describes the development of an image classification system that uses class labels for training images. According to [Song, 2020], they developed a hybrid clustering-based identification method for plant disease leaf images. (CBIR) technique in 2017 [Wen, 2020] extracts texture characteristics and colour information using a support vector machine (SVM) classifier. In these investigations, the images and classification algorithms generated in this work were used to extract and identify feature information. The development of new approaches has improved diagnostic precision and accuracy. Researchers used a novel approach based on photographs and brief written descriptions to diagnose previously identified plant diseases using a remote desktop computer, smartphone, or personal digital assistant [Chen, 2019]. [Soriano, 2021] used mobile phones to capture real-time images of sick plants in the field. Their use of mobile devices, for example, aided them in developing an improved K-means algorithm for leaf image segmentation and disease detection. It used the decision tree confusion matrix and synergistic judgement of texture and shape features to develop a system for microscope image identification [Tang, 2020].

It is also routinely used to diagnose a wide range of diseases using a convolutional neural network. [Dongmei, 2020] Images taken in the field can be used to detect disease in maize plants. Trained deep convolution neural network on 1632 images of maize kernels. According to [Hu, 2021(a)], deep convolutional neural networks (CNNs) can detect rice diseases and pests. Deep learning was used by [Adhiwibawa, 2019] to create an image recognition network for agricultural machines. Using deep convolution neural networks, [Maharani, 2021] claims to have improved the detection accuracy of maize leaf disease. The Alex Net and VGG-16 nets were used to identify images, and the results were published in peer-reviewed journals. [La Rosa, 2020] [Yang, 2021] Coulibaly and colleagues proposed that feature extraction could be accomplished through transfer learning. As a result, model training takes an inordinate amount of time, which harms the model's use and marketing. In addition to the pretrained models described in this article, transfer learning models can be used to identify damaged...
leaves. The study's findings have resulted in several victories in three different areas. Leaf images are segmented, lesion details are obtained, and disease patterns are identified. Despite the complexity of the environment, diagnosing plant diseases remains difficult.

3 Proposed Methodology

3.1 Deep Convolutional Neural Network

Two convolutional neural network designs are compared: building a shallow one from scratch and fine-tuning the top layers of pretrained networks by transferring training data. This study aims to design a convolutional neural network for illness severity classification with limited training data. A SoftMax normalization is used to complete the network, which has two fully connected layers and a short convolutional layer with a few filters per layer. We use convolutional layers with 2, 4, 6, 8, and 10 convolutions to train external networks. Except for the final 64-filter convolutional layer, which includes 32 3x3 filters, each convolutional layer is followed by a 2x2 max-pooling layer. It has a ReLU activation in the first fully connected layer, followed by a dropout layer with a 50% dropout ratio. Each class's output is fed into a SoftMax layer, which computes the probability output from the SoftMax layer, which is the final fully connected layer.

3.2 Convolutional Neural Network Architecture

CNN architecture consists of an input layer, hidden layer, and an output layer shown in Figure 1. Images of citrus are fed into the input layer, passed to the hidden layers, and classified diseases at the output layer. Model's learning happened during training. Output layer is responsible for providing the labels whether the image is HLB infected, other disease infected, or healthy. In this architecture, citrus images with neurons and weights are augmented and reproduced in the following layers. The output layer is responsible for the estimate tasks for evaluating neurons.

![Figure 1: Training and learning of leaf location, image segmentation, disease extraction, and disease detection using a deep learning model](image-url)
Figure 1 depicts three phases: leaf location, image segmentation, disease extraction, and disease detection using a deep learning model based on citrus plants. By segmenting the picture, plant disease can be extracted and identified. The model used in this study is based on the three phases listed below. Sick leaves can be found by first determining their location. For damaged leaves, RPNs are utilized to train a leaf dataset in a complicated environment, followed by frame regression and classification neural networks.

3.3 Method for Feature Extraction

The Citrus plant disease identification model framework has the following methods: Citrus Images' Sample Digitization. As a result of this research, a technique of data collection was utilized to generate clear images of leaves in the Citrus plant sample database that could then be used for further analysis and processing. A more efficient digitizing system requires a uniform and even light source to be sent to it. The photos taken with a smartphone camera and a digital camera are sent through the computer. PNG files store the digital colour images that may be seen on a computer screen using these gadgets.

3.3.1 Image Data Pre-processing

The first and most fundamental duty in every image processing project is integrating preprocessed pictures into a network. Vectorization, normalization, picture scaling, and image augmentation are all standard image preprocessing activities that may be found in every image processing project. [Zheng, 2021(a)] This study uses the OpenCV package in Python to prepare images for deep learning processing. Data augmentation may also be used to create extra training datasets from real-world data sets to improve data sampling.

3.3.2 Feature Extraction

Deep learning overcomes many shortcomings of machine learning feature extraction, such as manually extracting features, by employing the most effective and dependable approach available, known as a CNN [Hu, 2021(b)]. The layers are employed in the process of acquiring knowledge, as shown in Figure 2. Using a filtering technique, the data is utilized to match and extract the values that are included inside them.
3.4 Dataset Partitioning and Model Selection Methodology

K-fold cross-validation is used to partition the dataset, which is divided into K values, where K + 1 must be met for the next divisions to be valid. According to the researcher's study, the optimal K value for deep learning is 10. Thus, that is what they used in this study. This means that a 10-fold cross-validation technique, which splits the dataset into 10, is denoted by $K = 10$. $D = \frac{3600}{10} = 360$ data points are used for each folding. Regularly taking leaf shots yields an 80/20 split, with 80% of the images being used for training and the remaining 20% for testing. Consequently, the approach has been proven to be accurate.

3.5 Dataset Partitioning and Model Selection Methodology

In this study, two distinct image-collecting devices were utilized to acquire images 3600 of citrus leaves/fruits. For implementation, the suggested model was implemented in Python 3.7.3. The model is trained using Keras 2.2.4-to TensorFlow. The suggested system should be developed using TensorFlow 1.14.0. Many experimental sets were used to test the performance (Tkinter). In terms of hardware, the CPU was utilized for training and testing.

3.6 Evaluation Techniques

Methodologies were employed during the creation of the structure, as well as at the conclusion to assess its overall performance. A confusion matrix is used to analyze the prototype's first acquisition, and four evaluation metrics are used to evaluate the confusion matrix reports, including the F1-score, precision, recall, and accuracy for the first acquisition. By putting something through its paces in experimental research, it is possible to make an objective judgement of it. As a final note, the results of the tests suggest that the model may be applied in a variety of situations.
3.7 The Architecture of the Proposed Model

It is important to note that the CNN architecture's feature learning and classification parts are important components. In the example, citrus photos are fed into an input layer and exit through an output layer, which is seen on the right. Overall, Figure 3 demonstrates the multiple strata of the hidden layer that are not visible to the naked eye. It will be necessary to utilize citrus leaf photos as input, and the output will be a class name, also known as the label for citrus leaf illnesses or pests. In this suggested design, pictures of citrus leaves with neurons have substantial weights, which is not always the case in other cases, as is the case in this one.

![Figure 3: Architecture of the Proposed Model](image)

The adjustment parameters of the boundary regression neural network and the output boundary box may be represented by four-dimensional variables. One boundary box can be represented by one four-dimensional variable \((x, y, w, h)\). \((P_x, P_y, P_w, P_h)\) represents the given boundary box, \((H_x, H_y, H_w, H_h)\) represents the target boundary box, and \((\bar{H}_x, \bar{H}_y, \bar{H}_w, \bar{H}_h)\) represents the predicting boundary box. To find a Happening relationship \(f\) of boundary regression neural network, \(f(P_x, P_y, P_w, P_h) = (\bar{H}_x, \bar{H}_y, \bar{H}_w, \bar{H}_h)\) and \((H_x, H_y, H_w, H_h)\) are defined.

The movements of the border are accomplished via the use of pan and zoom. In this case, \((x, y)\) is the pan's Parameter, assuming that \(\Delta x = P_w d_x(P)\) and \(\Delta y = P_h d_y(P)\) respectively \((P)\). The following is the formula:

\[
\begin{align*}
\bar{H}_x &= P_w d_x(P) + P_x, \\
\bar{H}_y &= P_h d_y(P) + P_y.
\end{align*}
\]

Parameter used for zoom is \((S_w, S_h)\), which is given by \(S_w = \text{exM}(d_w(P))\) and \(S_h = \exp(d_h(P))\). The formula is shown as
\[ \tilde{H}_w = P_w \exp (d_w(P)) \]
\[ \tilde{H}_h = P_h \exp (d_h(P)) \]

As shown in the preceding equation, the basic learning objectives for the boundary regression neural network \( d(P) = (d_x(P), d_y(P), d_w(P), d_h(P)) \), and it is represented by the variables \( d(P) \), and the real transform parameters between the predicting boundary box and artificially marked boundary box are represented by the variables as \( t = (t_x, t_y, t_w, t_h) \) respectively.

\[
\begin{align*}
 t_x &= \frac{(H_x - P_x)}{P_x}, \\
 t_y &= \frac{(H_y - P_y)}{P_y}, \\
 t_w &= \log \left( \frac{H_w}{P_w} \right), \\
 t_h &= \log \left( \frac{H_h}{P_h} \right).
\end{align*}
\]

The objective function of a boundary regression neural network is \( d(P) = wT, P \), where \( w \) is the learning parameter of the boundary regression neural network and \( T \) is the training parameter. The following is an illustration of the loss function:

\[ \text{Loss} = \sum_{i=1}^{N} (t_i - d_i(P)) \]

Each layer's output is processed and then copied to the next layer in the process. The prediction tasks for the calculation of neurons are shown in the output layers.

### 4 Experimental Results

There were several experiments carried out throughout the experimentation phase to come up with an efficient model. The colour of the dataset, the number of epochs, augmentation, optimizer, and dropout are among the variables that are being analyzed. To put it another way, according to Serawork Wallelign [Dhiman, 2021], the accuracy of RGB augmented images was 15% higher than the accuracy of shots that were not. The following function is used to compute the image feature:

\[
E = \mu \text{Length}(C) + \lambda_1 \int_{c_1} |u(x,y) - u_1|^2 dxdy + \lambda_2 \int_{c_2} |u(x,y) - u_2|^2 dxdy
\]

For example, \( u(x,y) \) represents the image's grey values; \( u_1 \) represents the average grey values inside the contour, \( u_2 \) represents the average grey value outside the contour, and \( c_1 \) indicates the area within the contour. The formulas presented are as follows:
\[ F_1 = \lambda_1 \int_{c_1} |u(x,y) - u_1|^2 dx dy, \]
\[ F_2 = \lambda_2 \int_{c_2} |u(x,y) - u_2|^2 dx dy. \]

When \( F_1 \approx 0 \) and \( F_2 \approx 0 \), the computing ends.

To solve, the level set approach is employed, and the zero level set is used to describe the contour lines. The following functions are introduced: Heaviside's function and Dirac's function

\[ T = Y, f(X), \]
\[ \delta(\varphi) = \frac{dH}{d\varphi}. \]

The study used three distinct epoch counts to train this novel model: 30, 50, and 100.

There were 50 epochs in which the model performed ideally, as shown in Figure 5. Due to the improved performance, [Tudose, 2021] implemented a CNN dropout (2.6%). As a consequence, the experiment employed dropout rates of 0.24 and 0.52%, with the 0.5% dropout rate producing the best results out of the three potential possibilities.
A critical investigation was carried out on the regularization approach that optimization algorithms' use may reduce the loss via iterations by updating means according to a gradient. Numbers directly impact epoch and regularization approaches, as seen in Figure 6. RMSProp and adam are utilized in this study, although the adam optimization technique lowers the loss by 2.3%, as seen in Figure 7.
The model's performance is evaluated using parameters such as K-fold cross-validation with a total number of 10 folds. Adding the augmentation shown in Figure 4, to the RGB-colored picture dataset increases the model's performance by >10%. 97.6% accuracy was achieved [Kobayashi, 2019] using the grayscale dataset and the transferred learning CNN model. A great lot of effort is required when dealing with coloured datasets to train the model to increase its performance, even when using a complex layer because the colour is the most essential and decisive feature in citrus recognition and classification. With 100 iterations and the adam optimization technique, the model improved its performance by 10.3% and 5.8% above the baseline, respectively. As a result, our newly developed CNN model correctly diagnoses 96.8% of HLB, 95% of healthy, and 96.6% of unhealthy. The researcher has used several preprocessing techniques to eliminate noise from the data. In regard to misclassification in the case of bacterial blight, healthy plants, and leaf miners, the main factors include:

The overall accuracy shown in Figure 6, of the model in identifying leaf disease in citrus trees, is 96.8%, according to the confusion matrix.

5 Conclusion

With the help of Python and the Keras module, the Jupiter programming environment, this deep learning-based model was built. Many tests have been conducted as part of this research study to develop an effective model. Several variables, including dataset colour, number of iterations (epochs), augmentation, and regularization techniques, have been tweaked during these tests. An RGB-colored picture dataset with boost proved to be the most effective in the model's evaluation process (15.4%). Results show that increasing the model's performance by 10.4% and 5.8% is primarily dependent on the number of epochs and regularization approaches employed. Compared to other systems, the prototype's highest efficacy was 96.8% for identifying Citrus tree leaf
diseases and pests. Automated techniques are being developed to assist farmers and pest control professionals in identifying citrus diseases and problems by visual signals on the plants’ leaves. Farmers will benefit significantly from this approach because of the reduced difficulty, time, commitment, and cost of spotting disease outbreaks in leaves.
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