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Abstract: Falling is a critical issue for disabled people, and it leads to potentially serious injuries and death. Smart fall detection is a technology that depends on sensors and auxiliary devices that seek to improve the quality of life and enhance the lifestyle of disabled people. So far, the most widely used fall prediction methods collect data from inertial measurement unit (IMU) sensors. In addition, they use thresholds to identify falls based on artificial experiences or machine learning (ML) algorithms. Nonetheless, these approaches still require extensive classification and calibration. In this paper, we suggest a new technique to detect falls by combining Fuzzy Logic (FL) and Support Vector Machine (SVM). The FL model is built by using a fuzzy membership function along with the input dataset to obtain the intermediate output. Because combining these two algorithms is not an easy task, we leverage SVM with a kernel comprised of a fuzzy membership function and thus build a new model known as FSVM. Besides, the hyperplane of the SVM is used as the separating plane to replace the traditional threshold method for detecting falling Activities of Daily Living (ADLs) on a comprehensive dataset containing simulated falling ADLs, non-falling ADLs, and scripted ADLs, including falling ADLs and unscripted ADLs performed by volunteers with our designed device. The results show that no false-positive rate had been triggered, and 100% specificity was achieved for ADL. An overall accuracy of about 99.87% in detecting the fall function was obtained. Furthermore, the overall sensitivity of 100% with no false negative rate obtained was achieved by implementing the proposed method. The attained results validate that our introduced method can effectively learn from features extracted from a multiphase fall model.
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1 Introduction

Falling is one of the major life-threatening problems faced by disabled people. According to a report by the World Health Organization\(^1\), every year, 684,000 people die and an estimated number of 172 million suffer from short- or long-term disability. These numbers are expected to rise further in the coming decades as the life expectancy of the world's population increases. With this demographic shift, combined with the often fatalistic view that falls are an inevitable part of life (especially as we age), an intelligent fall detection system that is reliable and cost-effective must be considered as an option to assist people with special needs, especially the elderly, who may face serious injuries and might, in some cases, die as a result of falling.

Various studies have been conducted to investigate the fall detection problem [Roshni Thanka et al., 2022]. However, despite these studies, several limitations are still not addressed so far. One major problem which is very common among fall detection systems is related to low accuracy or high false positives [Gnanadesigan et al., 2022]. A false alarm is considered by fall detection systems with a single sensor, which means that other information might be needed to improve the accuracy of the system. The main objective of this fall detection method is to achieve higher performance than the existing state-of-the-art methods.

Recently, there has been a growing interest in identifying and detecting fall events using IMU sensors, which combine triaxial accelerometers, triaxial gyroscopes, and triaxial magnetometers [Safeea and Neto, 2019] for data collection, and set thresholds to identify a fall based on artificial experience or ML algorithms. However, a suitable threshold should be set in order to avoid any problems [Yacchirema et al., 2018]. Certainly, Threshold-Based (TB) approaches have a poor recognition capability due to high false alarms.

ML algorithms can effectively enhance the system’s performance in comparison to the threshold-based method [Aziz et al., 2017]. Nonetheless, this necessitates collecting a huge amount of data and is easily affected by noise and outliers; which causes an escalation in the computing difficulty and system value [Yang et al., 2021]. Therefore, ML algorithms distinguish poorly between falls and activities of daily living; and none of them is commonly accepted.

SVMs is one of the most regularly used algorithms; however, they will not be able to correctly spot the corrupted data since an SVM is greatly sensitive to outliers. Furthermore, the outputs need to be labeled in advance. Classical SVM can neither use prior knowledge to process accurate classifications nor solve problems characterized by inaccuracy and ambiguity.

The relationship between SVMs and fuzzy systems will be highlighted to avoid the classical issue of dimensionality, which appears when a high-dimensional data problem is addressed, thus resulting in high generalization performance.

This paper provides a deeper analysis of the novel FSVM fall detection method, highlighting its advantages over existing methods. Specifically, the authors describe the two main steps of the proposed method, including the trapezoidal membership function.

---

\(^1\) Step safely: strategies for preventing and managing falls across the life-course. Geneva: World Health Organization; 2021
and SVM, which work together to determine the degree of membership of each input value from the sensor features through Fuzzification. Additionally, the researchers present a thorough evaluation of the proposed method by introducing new evaluation metrics and comparing it with previous studies. Moreover, this paper explicitly addresses the limitations of SVM without a fuzzy membership function in fall detection systems.

To ensure the robustness of the proposed model, this study includes a description of the wearable device prototype used for hardware implementation, as well as an examination of the activities of daily living and their fall subcategories during the experimental phase. Overall, this paper presents a compelling case for the superiority of the FSVM approach in fall detection and provides valuable insights into the design of wearable devices for health monitoring applications.

The rest of this paper is organized as follows: Section 2 provides an overview of the related work of fall detection-based algorithms. Section 3 highlights the main contributions of the proposed fall detection method. The proposed method is comprehensively explained in Section 4. The experimental settings and the criteria are detailed in Section 5. The findings and the results for the various scenarios are detailed in Section 6. The conclusion by pointing out the important observations and guidelines for potential future directions are discussed in Section 7.

### Table of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>Moving Average</td>
</tr>
<tr>
<td>SD</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td></td>
<td>Euclidean Norm of the SD Acceleration</td>
</tr>
<tr>
<td></td>
<td>Euclidean Norm of the SD Rotation</td>
</tr>
<tr>
<td></td>
<td>Euclidean Norm of the SD Magnetic Field</td>
</tr>
<tr>
<td>MF</td>
<td>Membership Function</td>
</tr>
<tr>
<td>$\mu_f(x)$</td>
<td>Degree of Membership</td>
</tr>
</tbody>
</table>

### 2 Related Work

Currently, available techniques that are used to design fall detection systems are classified into three categories: (1) the vision-based method, (2) the ambiance-based method, and (3) the wearable-based method. As such, there are several pros and cons for each one of these approaches.

The vision-based approach uses single or multiple cameras in an indoor environment to track a person’s movements and body shape while falling [Espinosa et al., 2019, Sathyanarayana et al., 2018], which are then processed using an image processing technique [Harum et al., 2018]. The main advantage of the vision-based approach is that the person does not have to wear any extra devices for fall detection. However, such approaches continue to face difficulties and limitations in terms of pervasive detection, affordability, and acceptability.
Ambient-based approaches use ambiance sensors which include floor vibrational data [De Miguel et al., 2017], or audio data and passive infrared (PIR) sensors for detecting a fall event [Ren and Peng, 2019]. These technologies allow environments to be sensitive, adaptive, and responsive to the presence of people to support them in living independently in their preferred environment.

The wearable device-based methods require the subjects to put on some devices or garments with embedded sensors such as magnetometers, gyroscopes, and accelerometers to track the user's body motion or posture [Kuncan et al., 2022, Roshni Thanka et al., 2022]. The data collected by the inertial sensors are used as motion signals to analyze the state of movement [Kuncan et al., 2019, Wu et al., 2020]. Data collected by the accelerometer and gyroscope are transmitted to a microcontroller to be processed to differentiate a fall from an ADL. The fusion of inertial sensor-based wearable systems can be effectively used to recognize fall events by examining the impact of the body on the ground and the body orientation prior to, during, and following the fall. Nevertheless, the location of the sensor and the external noise can influence the performance of the system.

The classification algorithm is applied to classify ADL and several fall events. A wearable-based fall detection method can be categorized into two approaches, namely: (1) TB, and (2) ML. TB approaches use single or multiple threshold values to classify events. For instance, [Bourke et al., 2007] proposed a TB fall-detection algorithm using a bi-axial gyroscope sensor. [Kangas et al., 2008] used a TB fall detection algorithm with a built in triaxial accelerometer attached at the wrist, head, and waist to show the optimal placement for wearable sensor-based fall detection. Accordingly, they reported that the waist is the most efficient position, while the wrist is not.

Due to the low computational complexity, current fall detection studies have widely used the fixed threshold-based method. However, a low threshold value brings out false alarms, whereas a high threshold value causes large-fall missing issues.

ML is a subset of Artificial Intelligence techniques. It uses statistical methods to help in improving machines’ experience, thereby allowing computers to learn new knowledge and abilities, identify existing knowledge, and continuously enhance efficiency and achieve self-improvement methods. It extracts patterns from raw data automatically [Rahmani et al., 2021]. In particular, ML algorithms include Hidden Markov Model (HMM), SVM, Decision Tree, Linear Regression, Naïve Bayes, K-Nearest Neighbors (K-NN), Random Forest (RF), and (FL), which have been widely used for decades in various fields like healthcare, and subsequently achieved significant success [Ahmad et al., 2018]. In the ML-based approach, different types of falls and ADL patterns are trained by a learning algorithm. The event is later on classified by an evaluation algorithm.

[Hussain et al., 2019] conducted experiments with three ML algorithms: KNNs, SVM, and RF. They attained the best accuracy in fall detection using the KNNs classifier, and the highest accuracy in distinguishing various falling activities using the RF classifier. [Aguiar et al., 2014] proposed a smartphone-based detection system by using an accelerometer sensor embedded in the device. Additionally, they checked three ML algorithms, namely the Decision Tree, the K-NN, and the Naive Bayes, but among those algorithms, the Decision Tree has proven to have the best performance. Numerous recently published papers discuss different aspects of fall detection techniques based on the combination of TB and ML-based algorithms.
Recently, Neural Networks have been greatly improved in recent times [Collado-Villaverde et al., 2020, Kakarash et al., 2020]. This method regularly outperforms classic ML algorithms in terms of learning ability. However, the model of the Neural Network is highly dependent on the quality and quantity of the training datasets and might largely lead to disorienting information. [Yodprijit et al., 2017] used accelerometer and gyroscope motion sensors to detect the fall and focused on TB and Artificial Neural Network algorithm to distinguish between ADL and falls to minimize the number of false-positive outcomes. Nonetheless, the method based on the fusion or merging of numerous data sources introduces unnecessary information, which causes an escalation in the computing difficulty and system value. Furthermore, [De Quadros et al., 2018] evaluated the accuracy of these two approaches. They achieved the best accuracy performance of 99% where the system’s performance in comparison to the TB method can be effectively enhanced.

The paper authored by [Kchouri et al., 2022] is a comprehensive exploration of the theory of Support Vector Machines (SVM) and Fuzzy SVM in the context of classification problems. The authors conducted a clinical study to investigate the relationship between falling events and disabled individuals with traumatic brain injuries.

SVMs are feed-forward networks that focus on building an optimal hyperplane that acts as a decision space where the margin separating positive and negative examples is maximized [Vapnik, 1999]. The solution of the optimal hyperplane can be written as a combination of a few input points that are called support [Lin and Wang, 2002]. The SVM finds the optimal hyperplane by using a group of mathematical functions known as the kernel [Lee and Kim, 2016]. The most vital are linear kernel function, polynomial kernel function, and Radial Basis Function (RBF) kernel function [Pan et al., 2020]. For instance, an SVM-based pre-impact fall detector was presented by [Zhen et al., 2016], who selected an RBF kernel which allows nonlinear mapping in this model. A fall detection system based on an Android and accident alarm application was developed by [Shahzad and Kim, 2019]. All kernels were constructed by [Shahzad and Kim, 2019] to distinguish difficult fall-like incidents. Nonetheless, the number of selected kernels also expanded with the regulation parameter ($c$), which increased the computational cost.

The SVMs even achieve notable performance in problems regarding classification. However, they cannot give a comprehensible representation of where a produced output has been attained. A limitation of the SVMs is that they act as Black Boxes [Castro et al., 2007]. The Fuzzy SVM approach presented by [Kchouri et al., 2022] outperformed traditional SVM in fall detection accuracy by reducing false alarms, which was achieved through the integration of a fuzzy membership function. Meanwhile, the main problem is choosing the parameters that SVM and kernel tricks need. An example of such is the regularization parameter ($c$), which is an unintuitive parameter that plays a major role in maximizing the margin and carefully tuning the number of misclassifications. Furthermore, specific points in the training data are placed on the wrong side. These are called outliers, and in such a case, classical SVM will not be able to correctly spot the corrupted data since SVM is greatly sensitive to outliers.

According to [Zadeh, 2008], FL is an extension of Boolean logic based on the mathematical theory of fuzzy sets, which is a generalization of the classical set theory. The Fuzzy is bounded with a degree of membership between [0, 1], where 1 means absolute truth and 0 means absolute falseness [Castañeda et al., 2022]. The FL consists
of four parts while the rule base contains all the rules and if-then conditions to control the decision-making system. The fuzzification allows converting crisp numbers into fuzzy sets. The Inference Engine determines the degree of match between fuzzy input and the rules based on the matching percentage. The most commonly used fuzzy inference technique is called the Mamdani method, which requires finding the centroid of a two-dimensional shape by integrating it across a continuously varying function. Finally, there is the defuzzification process that converts the fuzzy sets into crisp values.

FL enables the identification of falls and categorizes them into one possible form of fall. [Fernández-Caballero et al., 2013] used FL to identify the range and type of fall, which includes the position before fall, fall direction, fall velocity, and post-fall inactivity. [Moulik and Majumdar, 2019] proposed a FallSense system prototype that combined the data from multiple sensors and generated a value between 0 and 1, which implies the chance of a fall. For a fuzzy inference technique, the Mamdani model was considered. To solve the problem of rowdy sensor data and reduce the number of false alarms, [Zhang et al., 2020] initiated a new FL algorithm, which is worn on wrists to detect falls. The fall detection system has three major phases, which are data sampling, data processing, and fuzzy classification. In the three stages, a typical FL procedure was done by fuzzily setting all input values into fuzzy membership functions, executing all relevant rules to calculate the fuzzy output functions, and defuzzifying the fuzzy output functions to get output values. They used Mamdani's minimum operation and weighted average formula in defuzzification. [Pękala et al., 2022] developed a novel hybrid approach based on fuzzy and rough sets that applies to reducing the number of rules in a set while preserving the inference process’s efficiency. However, different defuzzification methods present different results in the evaluation.

FL could reduce the limitations in parameter evaluation to introduce flexible and smooth decisions. However, fuzzy systems are systems with domain fuzzy sets of variables, which present the potential to emulate the human way of thinking to productively use reasoning methods that are uneven and imprecise. Nonetheless, they do not produce the most preferred features of adaptation and learning, especially for fall detection. In addition, fuzzy systems do not have the capability of ML as well as neural network type pattern recognition and more. This paper introduced the FL-enhanced classical SVM classifier (FSVM) in order to respond to the aforementioned problems. Throughout the process, we benefited from the experience of other experts who worked on constructing fuzzy membership functions, utilized SVM with selected kernels, and accordingly adopted a fuzzy SVM in order to reach a decision.

3 FSVM Combination Performance Analysis

Our analysis of the FSVM combination was motivated by the following question: “Why does the combination of FSVM perform much better than traditional SVM methods on smart fall detection systems?” The results were interesting especially that many researchers gave special attention to this problem. In general, the most commonly used fall methods employ kinematic sensors like gyroscopes, accelerometers, vision cameras, and vibration sensors. Such methods are usually used to collect kinematic information while observing a specific fall event, and then can set thresholds via experience or SVM algorithms to determine whether a fall has truly occurred or not. Nonetheless, there are two main drawbacks to using these conventional methods.
The first problem is that there is no alignment between the sensitivity and the specificity of demining the threshold. Hence, if an examiner seeks a highly accurate system, then a high threshold must be set. However, with a high threshold, there will be some lags in the system and, subsequently, some missed falls. In contrast, with an excessively low threshold, there will be some misjudgments and frequent false alarms.

Second, while using SVM fall detection algorithms, the experimenter needs to label the output type manually, which requires intensive work and consumes a lot of time. In this sense, it is worth mentioning that with classical SVMs, the experimenters can never depend on their prior knowledge to process accurate classifications or solve inaccurate and ambiguous problems.

To solve these problems, an FSVM, employs SVM by Fuzzification of all input values of the training data into fuzzy membership functions. This will help in providing an initial decision regarding whether an event of falling likelihood is high. The output of such FL analysis as a block will be fed into an SVM to reduce false alarms and achieve accurate fall detection.

This FSVM is often utilized as a means to overcome the challenges of threshold setting and conventional SVM. Thus, with the functions of the fuzzy membership, an SVM output is automatically generated. This does not only minimize the hesitation in labeling the results but also improves the heuristic transparency of the SVM. As far as learning is concerned, the function of SVMs can be enhanced if we apply FL since it allows us to handle uncertain information and hence supports the SVM’s ability to self-learn.

4 Materials and Methods

A combination of physical components was used to construct a prototype of the wearable device in Figure 1. MPU-9250 with nine-axis motion (Gyroscope + Accelerometer + Magnetometer) was utilized to collect the motion data that occurs while the patient is falling. In this paper, the Bluetooth module HC-05 and Arduino Uno are used for hardware implementation. Correspondingly, the sensor node can be customized specifically for applications of detecting falls and thus can help detect a change in activity, generate acceleration and angular rate output data, and digitize the magnetometer outputs with a full-scale range. It attains targets with low power consumption and robustness during the short duration of dynamic accelerations. Using MPU-9250, the slope of the object that the sensor is mounted on can be found, and the angle and rotation about each axis can be expressed. Gathering the measured values of the 9-axis acceleration sensor can realize a wide variety of applications to achieve the research objective.
The Arduino is a microcontroller-based open-source electronic prototyping board that can be designed with an easy-to-use Arduino IDE. One of the most well-known boards in the Arduino family is the UNO. The Bluetooth module HC-05 is used for wireless communication between the Arduino Uno and MPU-9250.

A 9-axis motion tracking IMU module is attached by the I2C communication protocol (Inter-Integrated Circuit) to the board. An MPU-9250 can provide us with information about yaw angle, pitch angle, and roll angle. In Figure 2, we used an Arduino UNO Library for MPU-9250 to read the accelerometer, the gyroscope, and the magnetometer, as well as the internal temperature and the Tait Bryan angle like pitch roll and yaw.
In this paper, two software tools are used: The Arduino Integrated Development Environment (IDE) - which is used to receive and transmit data serially from the Arduino board to the IMU sensor - and the Bluetooth terminal application. The entire programming for the proposed system is done by using the Arduino IDE tool. The Baud rate is set to 9600 bits per second for serial communication between the Arduino board and the MPU-9250.

A specific serial sniffer called PuTTY, which is saved to a CSV file, is used to gather raw data. The IMU raw data is first smoothed to ensure that no information is lost. A preprocessing phase follows the collection of data from the sensor. Useless information or noise gets withdrawn from the raw data. In this paper, the input matrix will be made up of 9-axis Accelerometer, Gyroscope, and Magnetometer data. Thus, the 9-axis was used to extract SD features to detect a sudden change in the acceleration in zero-gravity and to identify the fall range. This range incorporates position before the fall, fall direction, fall velocity, and post-fall inactivity. This operation is processed by the fuzzification of all input values of the training data into fuzzy membership functions.

In FSVM, a fuzzy membership is given to each data point. Different memberships reflect various contributions to the learning of decision-making. When the dimension of the input space is very high, the Fuzzy SVM network will be evaluated by splitting the datasets from model training and real-time data for testing and validating the fall detection. Figure 3 shows the main blocks constituting the newly proposed method. This will help in providing an initial decision biasing whether an event of falling likelihood is high. The output of such FL analysis as a block will be fed into an SVM to reduce false alarms and achieve accurate fall detection.
4.1 Data Processing

The IMU raw data are first smoothed to ensure that no information is lost. A simple MA algorithm is used for smoothing noisy raw data since it is the most frequently used filter due to its ease of understanding and use. When MA is applied, the effect of an outlier or accidental spike that can lead to false detection of an event is worked on to be reduced.
Alternatively, this paper introduces how SD is used, which provides information about the changing rate of human motion and human shape [Worrakulpinit and Samanpiboon, 2014]. Assuming a human fall is of high acceleration, whereas walking is regarded as a low-acceleration activity. The acceleration value of human movement for specifying the changing rate of human motion can be calculated by using SD. Thus, when an SD method is applied to nine axes, it can differentiate between an actual fall and other activities.

In our approach, three antecedents are computed from the MPU-9250:

\[ |A_{SD}| = \sqrt{A_{xSD}^2 + A_{ySD}^2 + A_{zSD}^2} \]  
(1)

Where \( A_{xSD}, A_{ySD}, \) and \( A_{zSD} \) represent the SD of the acceleration along three axes to detect a sudden change in the acceleration in the zero-gravity and impact states as the most explicit method to detect falls.

In addition, we introduced \( |G_{SD}| \), which is calculated in equation 2:

\[ |G_{SD}| = \sqrt{G_{xSD}^2 + G_{ySD}^2 + G_{zSD}^2} \]  
(2)

where \( G_{xSD}, G_{ySD}, \) and \( G_{zSD} \) represent the SD of the rotation speed along three axes to measure changes in orientation and rotational velocity.

\[ |M_{SD}| = \sqrt{M_{xSD}^2 + M_{ySD}^2 + M_{zSD}^2} \]  
(3)

where \( M_{xSD}, M_{ySD}, \) and \( M_{zSD} \) represent the SD of the magnetic field along three axes to measure the direction and displacement among the three axis.

### 4.2 Generate Fuzzy Membership Function

The FL system takes the inputs into fuzzy membership functions and evaluates the output based on ambiguity and imprecise information to get a crisp output value between 0 and 1, which signifies more chances of a fall. The FL operation is processed by Fuzzification which involves converting the logical input value from the features of the sensor into the degree of membership of each input variable.

The input spaces are represented by the sets \(|A_{SD}|, |G_{SD}|, \) and \(|M_{SD}| \) respectively. The corresponding ranges of these sets are represented by the closed intervals \( l_{|A_{SD}|}, l_{|G_{SD}|}, \) and \( l_{|M_{SD}|} \) respectively, where \( l_{|A_{SD}|} = [0; 300], l_{|G_{SD}|} = [0; 30] \) and \( l_{|M_{SD}|} = [0; 100] \).

The basic structure of the proposed fuzzy system is formulated based on these intervals. After that, this research considered three linguistic values or fuzzy sets ‘LOW’, ‘MEDIUM’, and ‘HIGH’, for each input.

In this paper, trapezoidal MFs are considered for all the fuzzy sets in \( f \in \forall x \in \{|A_{SD}|, |G_{SD}|, |M_{SD}|\} \), as this type of membership functions is the most frequently used due to its flexibility, and the small amount of data needed to define it. In particular, \( \mu_F(x) \) is the degree of membership of \( x \) in \( F \). It is easy to pick out the suitable fuzzy memberships in a given problem. First, the lower bound of fuzzy memberships has to be defined, then the main property of data set must be selected. After that, a connection between this property and fuzzy memberships should be made. A trapezoidal MF and the input dataset also need to be used to build the suggested approach in order to get the intermediate output. The motivation for selecting a
A trapezoidal membership function is piecewise, linear, and trapezoidal, allowing the expression of vague information caused by descriptive events that appear to be falling ones but are not. This is accomplished by objectively converting such events into numerical variables.

The general form of medium trapezoidal MF for all the fuzzy sets in $f_k$ in terms of the degree of membership could be defined in equation 4:

$$
\mu_{\text{medium}}(x) = \begin{cases} 
0, & \text{for } x < a \\
\frac{x-a}{b-a}, & \text{for } a \leq x \leq b \\
1, & \text{for } b \leq x \leq c \\
\frac{d-x}{d-c}, & \text{for } c \leq x \leq d \\
0, & \text{for } x > d
\end{cases}
$$

Membership values for each input value using a trapezoidal membership function are computed in equation 5:

$$
f(x, a, b, c, d) = \max \left( \min \left( \frac{x-a}{b-a}, 1, \frac{d-x}{d-c} \right), 0 \right)
$$

The x-axis of the generalized trapezoidal MF corresponding to a fuzzy set $F$ represents the input space, whereas the y-axis shows $\mu_F(x)$. $(a; 0)$, $(b; 1)$, $(c; 1)$, and $(d; 0)$ are the coordinates of the four vertex of this generalized trapezoid. When there are different fuzzy sets, the values of $a$, $b$, $c$, and $d$ will be different. This difference also occurs with the input and output spaces.

The general form of normal trapezoidal membership functions for all the fuzzy sets in $f_k$ in terms of the degree of membership could be defined in equation 6:

$$
\mu_{\text{normal}}(x) = \begin{cases} 
1, & \text{for } x \leq c \\
\frac{d-x}{d-c}, & \text{for } c \leq x \leq d \\
0, & \text{for } x > d
\end{cases}
$$

The general form of high trapezoidal membership functions in terms of the degree of membership could be described in equation 7:

$$
\mu_{\text{high}}(x) = \begin{cases} 
0, & \text{for } x < a \\
\frac{x-a}{b-a}, & \text{for } a \leq x \leq b \\
1, & \text{for } x \geq b
\end{cases}
$$

Table 1 summarizes the specification turning points of the membership functions considered in this work for all the fuzzy sets in $x$ based on our experimental test to balance sensitivity and specificity.
<table>
<thead>
<tr>
<th>Predictors</th>
<th>Interval</th>
<th>Fuzzy set</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>A_{SD}</td>
<td>$</td>
<td>0 - 300</td>
<td>normal</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>medium</td>
<td>80</td>
<td>95</td>
<td>145</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>145</td>
<td>160</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>$</td>
<td>G_{SD}</td>
<td>$</td>
<td>0 - 30</td>
<td>normal</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>medium</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>12</td>
<td>15</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$</td>
<td>M_{SD}</td>
<td>$</td>
<td>0 - 100</td>
<td>normal</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>medium</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>high</td>
<td>30</td>
<td>35</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Turning points of membership functions

In Figure 4, the memberships are drawn in a plan, and each membership is bounded with specific values as turning points based on our experimental test to balance sensitivity and specificity. When the dimension of the input space is very high, the Fuzzy SVM network will be evaluated by splitting the datasets from model training and real time data for testing and validating the fall detection. FL model will be built based on selectable membership functions and the input datasets to get the intermediate output. After that, the intermediate output will be used as an SVM input with selectable kernels to reach the decision.

Figure 4: Membership function for acceleration input

5 Experimental Scenario

The prototype was installed at the waist to acquire real-time motion data, as this region is the most suitable location since it is the most fixed point of the body and is needed to provide joint stability and to easily track any movement. For safety reasons, three volunteers were chosen to participate in a simulated falling event where they implemented the fall activities on 25 cm thick mats. These volunteers have a healthy body, are aged between 25 and 35 years, weigh between 70 and 100 kg, and are 1.68 to 1.94 m tall. Detecting falls took place indoors. Table 2 summarizes the experiment
details of activities of daily living and fall subcategories that were examined. In a total of 100 trials, each fall type was repeated more than ten times.

<table>
<thead>
<tr>
<th>Event</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FALL</td>
<td>Falling forward while walking</td>
</tr>
<tr>
<td></td>
<td>Falling backward while walking</td>
</tr>
<tr>
<td></td>
<td>Falling laterally while walking</td>
</tr>
<tr>
<td></td>
<td>Falling vertically while walking</td>
</tr>
<tr>
<td>Activities of</td>
<td>Walking slowly</td>
</tr>
<tr>
<td>Daily Living</td>
<td>Walking quickly</td>
</tr>
<tr>
<td></td>
<td>Sitting</td>
</tr>
<tr>
<td></td>
<td>Stumbling while walking</td>
</tr>
</tbody>
</table>

Table 2: Characteristics of activities for experiments.

The data set were loaded with the assistance of the MATLAB workspace (version R2018a). Three predictors were introduced to show the value of each 9-axis of the trapezoidal MF of the magnetometer, accelerometer, and gyroscope. Two classes of responses, -1 and 1, were designated to sort the non-falling and falling events, respectively. The data set file type is comma-separated values (.csv), imported in the file section from the Classification Learner Tab. Table 3 summarizes the settings of the novel FSVM fall detection method.

<table>
<thead>
<tr>
<th>Name</th>
<th>Settings of Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy SVM Fall Detection Proposed Method</td>
<td>Number of predictors: 3</td>
</tr>
<tr>
<td></td>
<td>Number of observations: 2250</td>
</tr>
<tr>
<td></td>
<td>Number of classes: 2</td>
</tr>
<tr>
<td></td>
<td>Response: Event</td>
</tr>
<tr>
<td></td>
<td>T= readtable('FSVM_FallDetection.csv')</td>
</tr>
<tr>
<td></td>
<td>Trapezoidal membership function of the 9-axis and response variables is numeric indicating the presence or absence of the fall event. Mistaking a fall as &quot;-1&quot; has more serious repercussions than wrong positives characterized as &quot;1.&quot;</td>
</tr>
</tbody>
</table>

Table 3: Settings of FSVM proposed method

To do this analysis, we propose the following workflow in Figure 5: (i) selecting and loading the data, (ii) choosing a classifier option, (iii) training the classifier, (iv) accessing the classifier performance, (v) and exporting the classifier.
The default option is 5-fold cross-validation to partition the data set into 5 folds. This helps protect against overfitting and examines the predictive accuracy of the fitted models. To train the model, discover the data, and assess the results set, a classification learner was used to categorize the dataset using all present SVMs classifier in the supervised ML model. This was done by providing a known input data set (2250 observations) in addition to known replies to the data that comprise two classes: -1 indicating data points of the non-falling type, and +1 indicating data points of the falling type.

The kernel function of SVM was specified as:
- Medium Gaussian or RBF kernel
- Quadratic kernel
- Cubic kernel

The kernel scale mode was selected by different kernel scales to tune the SVM classifier in the Gaussian model type. In this work, the box constraint level was adjusted with diverse values from 1 to 10 for every kernel scale, respectively. Next, the suitable kernel norm was applied to calculate the Gram matrix. For more flexibility, the box constraint parameter in the dual equations was used as a hard "box" constraint, and in primal equations, it was used as the soft-margin penalty identified as C.

Additionally, the input feature space included the 9-input parameters from accelerometer, gyroscope and magnetometer; each of which is a matrix of three vectors including the x-component, the y-component and the z-component; all as functions of time.

6 Experimental Results of the Proposed FSVM Method

After training classifiers models, all models were compared based on:

1. **Sensitivity or (True Positive Rate)**, that was used to spot falls, is demonstrated in equation 8 in the form of the number of True Positives (TP) divided by the number of True Positives (TP) and the number of False Negatives (FN):

   \[
   \text{Sensitivity} = \frac{TP}{TP + FN} \quad (8)
   \]

   While True Positives (TP) show the number of falls that were detected correctly, False Negatives (FN) show the number of times when a fall was not detected by the system.

2. **Specificity or (True Negative Rate)** is utilized to calculate the system’s potential for distinguishing non-fall daily activities from fall events. The
Specificity is portrayed in equation 9 in the form of the number of True Negatives (TN) divided by the number of True Negatives (TN) and False Positives (FP):

\[ \text{Specificity} = \frac{TN}{TN + FP} \]  

(9)

While True Negatives (TN) depict how many times the system successfully distinguished between non-fall events and fall events, False Positives (FP) represent the number of times the system failed to do so.

(3) **Accuracy score**, which specifies the percentage of correctly classified observations, is calculated in equation 10 by the ratio of the number of correct predictions to the total number of predictions made for a dataset:

\[ \text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \]  

(10)

(4) **Precision metric**, which evaluates the number of correct positive predictions made, is computed in equation 11 by the number of True Positives (TP) divided by the number of True Positives (TP) and False Positives (FP). However, a large number of False Positives (FP) can be indicated by low precision.

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

(11)

Tables 4 and 5 compare the performance of FSVM, which has a fuzzy trapezoidal MF. We used the Gaussian RBF kernel for training and adjusted the optimal regularization parameter with diverse values from 1 to 10 for every kernel scale to get a better correct classification rate, where \( k \) denotes the number of nearest neighbor points. Table 6 compares the performance of FSVM, which has a fuzzy trapezoidal membership function with the cubic and quadratic kernel.

The experimental results of FSVM with Gaussian RBF Kernel Function \( (k = 3) \) indicate that the percentage of accuracy is more than 99.87, the percentage of sensitivity ranges between 99.63 and 99.81, whereas the percentage of specificity and precision is 100 for \( C = 4 \) till \( C = 7 \).

<table>
<thead>
<tr>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Accuracy %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C = 1 )</td>
<td>533</td>
<td>1714</td>
<td>1</td>
<td>2</td>
<td>99.87</td>
<td>99.63</td>
<td>99.94</td>
</tr>
<tr>
<td>( C = 2 )</td>
<td>533</td>
<td>1714</td>
<td>1</td>
<td>2</td>
<td>99.87</td>
<td>99.63</td>
<td>99.94</td>
</tr>
<tr>
<td>( C = 3 )</td>
<td>533</td>
<td>1714</td>
<td>1</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
</tr>
<tr>
<td>( C = 4 )</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
</tr>
<tr>
<td>( C = 5 )</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
</tr>
<tr>
<td>( C = 6 )</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
</tr>
<tr>
<td>( C = 7 )</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
</tr>
<tr>
<td>( C = 8 )</td>
<td>534</td>
<td>1714</td>
<td>1</td>
<td>1</td>
<td>99.91</td>
<td>99.81</td>
<td>99.94</td>
</tr>
<tr>
<td>( C = 9 )</td>
<td>534</td>
<td>1714</td>
<td>1</td>
<td>1</td>
<td>99.91</td>
<td>99.81</td>
<td>99.94</td>
</tr>
<tr>
<td>( C = 10 )</td>
<td>534</td>
<td>1713</td>
<td>2</td>
<td>1</td>
<td>99.87</td>
<td>99.81</td>
<td>99.88</td>
</tr>
</tbody>
</table>

Table 4: Experimental results of FSVM with Gaussian RBF kernel function \( (k = 3) \)
The experimental results of FSVM with Gaussian RBF Kernel Function \((k = 2)\) indicate that the percentage of accuracy is 99.91 for \(C = 1\) till \(C = 4\) and 99.96 for \(C = 5\) till \(C = 10\), the percentage of sensitivity is 99.63 for \(C = 1\) till \(C = 4\), and 99.81 for \(C = 5\) till \(C = 10\), whereas the percentage of specificity and precision is 100 for all.

<table>
<thead>
<tr>
<th>(C)</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Accuracy %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>533</td>
<td>1715</td>
<td>0</td>
<td>2</td>
<td>99.91</td>
<td>99.63</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5: Experimental results of FSVM with Gaussian RBF Kernel function \((k = 2)\)

The experimental results of FSVM with Cubic and Quadratic Kernel Function indicate that the percentage of accuracy is 99.96, the percentage of sensitivity is 99.81, whereas the percentage of precision and specificity is 100 for both types of SVM.

<table>
<thead>
<tr>
<th>(C)</th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Accuracy %</th>
<th>Sensitivity %</th>
<th>Specificity %</th>
<th>Precision %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Quadratic</td>
<td>534</td>
<td>1715</td>
<td>0</td>
<td>1</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 6: Experimental results of FSVM with Cubic and Quadratic kernel function

It is worth mentioning here that FSVM with Gaussian RBF Kernel Function \((k = 2)\) and FSVM with Cubic and Quadratic Kernel Function almost have the same levels of accuracy, sensitivity, and specificity. An overall score of 100% for specificity and precision with 99.81% for sensitivity was obtained by using our method. Moreover, we obtained an overall accuracy of about 99.96% of the fall detection events.

In Table 7, the experimental results demonstrate that the FSVM with a new fuzzy membership reduced false alarms and achieved accurate fall detection with better performance in reducing the effects of outliers and a lower false positive rate than some already existing methods.
Table 7: Experimental results of proposed FSVM and conventional method

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cubic SVM</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
</tr>
<tr>
<td>Gaussian RBF</td>
<td>99.96</td>
<td>99.81</td>
<td>100</td>
</tr>
</tbody>
</table>

On the ROC curve in Figure 6, the False Positive Rate (FPR) and the True Positive Rate (TPR) for the trained classifier are seen. The current classifier performance is seen on the marker on the plot. This marker displays the values of the (TPR) and the (FPR) for the currently selected classifier.

![ROC curve](image)

**Figure 6: ROC curve of the proposed method**

The right angle to the plot’s top left is the best result, having no wrongly classified points. The measure of the classifier’s overall quality is the area below the curve number. A better performance was indicated by a larger area below the curve values. After that, the best model was exported to the workspace to predict a new data set for models including Principal Component Analysis (PCA).

The evaluation of the Fuzzy SVM network included dividing the datasets from model training (75%) and testing new data (25%) for the validation of fall detection. Similar experiments for the device’s prototype fall detection were conducted. In the non-fall activities, no false positive rate had been triggered where 100% specificity was
achieved for these activities. An overall accuracy of about 99.87% in detecting fall function was obtained for all activities. Furthermore, the overall sensitivity of 100% with no false negative rate obtained was achieved by implementing the proposed method.

For more evaluation, the F1 score, which is 0.99 was calculated in equation 12 to find a balance between precision and sensitivity:

$$F1 \text{Score} = \frac{2TP}{2TP + FP + FN}.$$

To evaluate the proposed FSVM of prior works related to the fall detection system, Table 8 conveys an effective performance, in terms of sensitivity, specificity, and accuracy. The present study reached the maximum specificity of 100% and consequently achieved a more reliable system and more accurate results in comparison to previously existing models. This proves that the performance of the proposed method was much better as compared to previously used methods.

<table>
<thead>
<tr>
<th>[Shahzad and Kim, 2019]</th>
<th>[Pan et al., 2020]</th>
<th>[Zhang et al., 2020]</th>
<th>[Pękala et al., 2022]</th>
<th>FSVM proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithms</td>
<td>SVM</td>
<td>SVM</td>
<td>FL</td>
<td>FL and Rough Logic</td>
</tr>
<tr>
<td>Accuracy %</td>
<td>97.8</td>
<td>NA</td>
<td>98.36</td>
<td>96.9</td>
</tr>
<tr>
<td>Sensitivity %</td>
<td>99.5</td>
<td>96.67</td>
<td>100</td>
<td>96.2</td>
</tr>
<tr>
<td>Specificity %</td>
<td>95.2</td>
<td>97</td>
<td>95.10</td>
<td>87.8</td>
</tr>
</tbody>
</table>

Table 8: Comparison of Accuracy, Sensitivity, and Specificity of prior works related to fall detection system

7 Discussion and Conclusion

The problems raised by fall incidents are critical for people with disabilities, especially elders. Detecting falls accurately in time can reduce the severe consequences, especially since it can improve the quality of their lives. In this paper, we proposed a novel fall detection method to distinguish falling events from non-falling events by combining FL with SVM which was not explored before. In FSVM, a fuzzy membership is given to each data point. Different memberships reflect various contributions to the learning of decision-making. FSVM can effectively use human prior knowledge by the logical reasoning, association, and perception capabilities of FL to initially set fuzzy rules and then use SVM algorithms to model the data and drive training. To achieve our goal, we examined a prototype based on the Arduino platform with an IMU sensor, a power unit, and a Bluetooth 4.0 module. This formed the part fixed on the patient’s body or
embedded in a wearable device that is wirelessly connected over the IoT platform. Furthermore, the use of the 9-axis acceleration to detect and report the data has several advantages that help achieve the research objective. In addition, we proposed an MA filter and SD to smooth noisy values early and to use only useful data at the signal preprocessing stage. The overall performance in terms of sensitivity, specificity, accuracy, and precision were 99.81%, 100%, 99.96%, and 100%, respectively. The present study reached the maximum specificity and precision of 100% and consequently achieved a more efficient system and more accurate results in comparison to previously existing studies. As far as the F1 score is concerned, based on the results presented in this study, we can conclude that our binary classification model achieved an F1 score of 0.99, indicating excellent precision and recall in distinguishing between positive and negative classes. Though this high F1 score suggests that our model is performing very well, it is important to note that the F1 score alone does not provide a complete picture of model performance. For this reason, we also evaluated our model according to other metrics such as accuracy, AUC-ROC, and the precision-recall curve. Accordingly, we found that our model performed well on these metrics as well. Here, it is worth noting that further evaluation of our model on hold-out test sets or through cross-validation is necessary to ensure that the high F1 score is not due to overfitting. Moreover, other factors such as model complexity, interpretability, and real-world feasibility should be considered when assessing the overall effectiveness of the model. Additionally, our study demonstrates that our binary classification model achieved excellent performance on multiple metrics, including the F1 score. While the high F1 score suggests that our model is performing well, further evaluation and consideration of other factors are necessary to draw definitive conclusions about its effectiveness.

The improvement results showed the effectiveness of the present approach by comparing it with the previous conventional methods. As some limitations of this newly proposed method regarding the stability and overall precision of fall event detection may appear with time, new variants of this method should be introduced and examined to overcome these limitations. More specifically, this can be done by including different classical machine learning techniques and/or developing more operation research methods such as heuristics and meta-heuristics.

As a future work, a closed loop between research and applied biomedical engineering will be formed. In this sense, further trials must be conducted to simulate and collect data to detect other events like spasms for different types of patients or injuries. Furthermore, the application can be tested in normal routine usage involving the elderly population. Such recorded data on cloud storage will be very useful for further refinement of the new method to be patient-friendly.
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