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Abstract: The use of machine learning in real estate is quite new. When the working area is large, the factors affecting the price may vary according to the geographical regions and socioeconomic factors. It is thought that the price prediction performance of a model that will reflect these differences will be more successful than a general model. Unsupervised learning methods can be used both to increase performance and to show the variation of different factors affecting the price according to regions. With this aim, a hybrid model of X-Means clustering and CART decision trees was established in this study. This model successfully learned the geographical and physical variables that affect the price. The prediction performance of the model was compared with the direct capitalization method, which is the gold standard in the domain. The hybrid model has a superior performance over direct capitalization in terms of mean square error, root mean square error and adjusted R-Squared metrics. The scores were 72.86, 0.0057 and 0.978, respectively. The effect of clustering was also examined. Clustering increased the prediction performance by 36%.
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1 Introduction

Today machine learning (ML) is used to analyze vigorous amount of data in different domains such as medicine [Garg and Mago, 2018] bioinformatics [Lan et al., 2018], finance [Ozbayoglu et al., 2020], security [Liu et al., 2018], e-commerce [Leung et al., 2020], sports [Beal et al., 2019] etc. Real estate is a new domain where the advantages
of ML are explored recently. In this domain, ML is used mainly for price prediction instead of traditional methods like direct capitalization (DC). DC can reveal accurate predictions. However, it is often not applicable because it requires vast amount of variables [Abidoye and Chan, 2017]. In addition, expert opinion is needed for the initial evaluation of the variables [Abidoye and Chan, 2017; Abidoye and Chan, 2018]. It is inevitable that the DC makes false predictions when one or more of these requirements are missing.

The use of ML in real estate price prediction gained momentum because it eliminates manual analysis of vast amount of variables and the need for expert opinion. When the studies are examined, it is seen that regression (LR) and black box approaches such as Support Vector Machine (SVM) [Phan, 2018], Artificial Neural Network (ANN) [Li and Chu, 2017] and Deep Learning (DL) [Zhao et al., 2019] [Manasa et al., 2020] are frequently preferred. This indicates that supervised learning methods are generally preferred, and unsupervised learning is often omitted. However, ML studies in different domains reveal that unsupervised learning could contribute positively to performance [Erhan et al. 2009]. Variables affecting the price were determined by decision tree method in the study by Yucebas et al. [2022]. However, instead of numerical price prediction, the price scale was divided into three classes (low, normal, high) and these classes were estimated. The study has two shortcomings. The first is that there is no unsupervised support in the learning model, and the second is that the dataset used covers a very narrow region.

When current studies were examined three main gaps were identified. These studies focused mainly on the prediction performance and the variables affecting the result often overlooked. In addition, although the use of unsupervised learning could improve performance, blending supervised and unsupervised methods was not done in most of the studies. More importantly, studies covering large areas were limited to a general model for the entire region. However, the prediction performance of a model that will reflect the geographical, socio-economic etc. differences of certain regions will be higher.

To address these issues in the related domain, a hybrid model of supervised and unsupervised learning was developed. Main motivation of the study is to reveal the variables that affect the price while establishing a solid prediction performance. The prediction performance of the hybrid model was compared with the domain gold standard DC. The effect of unsupervised learning on the performance was also evaluated.

There are two main contributions of the study. First, instead of establishing a general suit to all model, clusters that represents different socio-economic and geographical regions were formed. X-Means clustering with an adoption of DILCA method was used to form these clusters. By this way, problems such as optimum k value and distance between discrete variables were addressed. Second, a specific CART model was established for each cluster. Then, the variables affecting the price were analyzed in detail for each model.

The organization of this paper is follows: Section 2 gives a background of related studies. The details of the data and the methods are given in the Section 3. Section 4 and Section 5 gives results and the performance comparison respectively. Conclusion is given in Section 6 and the paper ends with future work given in Section 7.
2 Related Work

[Li and Chu, 2017] used ANN for price prediction. Apart from other studies, economic variables such as income rate, economic growth and loan rates were included. Instead of predicting the actual price, price indexes were estimated. ANN model was used in the study. The focus of the study was on the predictive performance, however the authors indicated that the accuracy of the models were questionable. This study fails to provide the variables that affect pricing.

The study by [Phan, 2018] compared the performance of different regression based models, SVM and ANN. The discrete attributes are critical for regression based models because they require data transformation. However, in the study, it was not specified how discrete data were handled. The variable importance were calculated, but it was used for feature reduction.

[Manasa et al., 2020] also compared the regression-based methods. The biggest drawback of these methods is the use of discrete data. The discrete to numeric conversion was strongly needed because it affects the performance of the model. Methods like one hot encoding [Hancock and Khoshgoftaar, 2020] or Jaccard transformation [Ahmad and Khan, 2019] could fail to represent the differences between discrete attributes [Cerda and Varoquaux, 2022]. Another drawback, also indicated by the authors, was the lack of the residential type in the dataset. This information is important in price prediction because prices change according to residential type.

Another performance comparison was conducted between Random Forest (RF) and linear regression [Wang and Wu, 2018]. The number of predictive variables was very few. The performance of the models was compared and RF gave better performance in terms on R² and root mean square (RMSE) metrics. Model parameters were set to default and no parameter optimization was conducted. Most importantly, the study did not reveal any clues on variables that affect the price.

A study [Varma et al., 2018] compared the performance of RF, LR and ANN. They suggested the use of hybrid models, which could increase the prediction performance. One drawback of the study was the dataset used. Study area had a limited border and real estates were not diverse. Therefore, the proposed model will not be able to make high performance predictions for larger areas such as neighborhood or entire city.

The performance of SVM, RF and Gradient Boosted Machine (GBM) was compared in the study by [Ho et al., 2021]. The samples were taken from the Hong Kong city. The algorithms were compared by different error metrics. In terms of prediction performance, RF and GBM performed better. SVM stood out with time efficiency. Authors stated that the use of machine learning in real estate price prediction is still in its infancy state. In addition, they emphasized that each of the methods has different disadvantages. This idea constitutes the proof of the necessity of a hybrid system.

The study by [Mohd et al., 2020] is among the most comprehensive studies that compared several ML methods in real estate price prediction. Fourteen models were compared in detail. Their usage, advantages and disadvantages were discussed in terms of prediction performance. However, detecting the variables that affect the prediction was overlooked.

A study [Yucebas et al., 2022] compared the prediction performance of decision tree and hedonic model. The study proposed a method that converts continuous values
of unit price to discrete. Models were compared based on the discrete unit price classification. Kappa and accuracy metrics were used. Decision tree outperformed hedonic model for all given classes. Although it is one of the pioneering studies in terms of examining the variables that affect the price, the study has some shortcomings. The study area was limited to a single neighborhood. The parameters of the models were not optimized and the effect of unsupervised learning was ignored.

The hybrid model developed by [Lee, 2021] is the closest work to our study. The authors stated that unsupervised learning could improve model’s performance. To prove the concept, a hybrid model of ANN and principal component analysis (PCA) was used. This study has three main differences from ours. Unsupervised learning was used for feature reduction. However, in our study, unsupervised learning was used to reveal the differences on the dataset. In Lee's study, a single supervised model was established on the entire data set. In our study, a specific model was established for each cluster. While the land prices in a single neighborhood were selected as the study area, our study predicts the price of residential scattered to the entire city.

Related studies given above can be grouped under two categories. Studies that use single model for price prediction and the studies that compare the prediction performance of several models. These studies are summarized in Table 1.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Methods</th>
<th>Criticism</th>
<th>Hybrid</th>
<th>Unsupervised Learning</th>
<th>Parameter Optimization</th>
<th>Determination of the Variables that Affect Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Li and Chu, 2017]</td>
<td>ANN</td>
<td>Low Accuracy</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Phan, 2018]</td>
<td>LR, SVM, ANN</td>
<td>No data transformation, Handling of discrete variables</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Variable importance was calculated but used for feature reduction</td>
</tr>
<tr>
<td>[Manasa et al., 2020]</td>
<td>LR</td>
<td>Handling of discrete variables, Residential type was missing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Wang and Wu, 2018]</td>
<td>LR, RF</td>
<td>Low number of variables</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Varma et al., 2018]</td>
<td>LR, RF, ANN</td>
<td>Low diversity of the dataset</td>
<td>X</td>
<td>Suggested to use hybrid models</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Ho et al., 2021]</td>
<td>RF, SVM, GBM</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Mohd et al., 2020]</td>
<td>14 different models</td>
<td>Default parameters of the models were not given</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>[Yucebas et al., 2022]</td>
<td>DT, HM</td>
<td>Limited study area,</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>V</td>
</tr>
</tbody>
</table>
In terms of methods, regression-based and black box approaches were frequently preferred. In the regression-based methods, there was a lack of discrete to numerical conversion. Hyper-parameter optimization was skipped in black box methods. In addition, majority of the studies used supervised learning and contribution of unsupervised learning was ignored. More importantly, no matter which method was used, these studies focused on prediction performance and the examination of the variables that affect the price was missing.

Based on these gaps, a hybrid model was developed to analyze the variables that affect the price. Supervised learning was used to perform the related analysis, while unsupervised learning was used to increase prediction performance and to reveal the differences between neighborhoods and to reflect the geographical and socioeconomic situation.

The prediction performance of the established model was also considered. To ensure the best performance, hyper-parameter optimization was used in supervised learning phase. For the same purpose, DILCA method was used in unsupervised learning phase.

### 3 Method

The main aim of the study is to establish a hybrid model that predicts the unit price and to reveal the variables that affect the price tag. The infrastructure of the hybrid model is given in Figure 1.

Table 1: The comparison of the proposed study to the current studies V: refers “yes” and X: refers “no”

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Model</td>
<td>X- Means, CART</td>
<td></td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
</tbody>
</table>
A web scraper, based on Python scrapy library, was designed to retrieve the real estate ads. Clustering was used for grouping similar sale ads and to reflect different socio-economic and geographical regions. For each cluster, a specific decision tree model was established to predict the prices and to reveal the variables that affect the price. In order to meet these aims a hybrid model of X-Means clustering and classification regression tree (CART) was established. The CART approach was used for price prediction and for the analysis of the variables that affect the price. Clustering was used to reveal the differences among the regions and to increase the prediction performance.

3.1 Clustering Approach

In terms of the prediction performance, when the data set is very extensive, using a single model for prediction could lead to poor predictive performance [Fong and Hong, 2021]. Therefore clustering was used to divide the dataset into more homogenous subsets and a CART model was built for each cluster.

In the clustering phase, an adoption of X-Means algorithm [Pelleg and Moore, 2000] was used. One of the biggest problems of centroid methods is finding the optimum number of clusters. X-Means solves this problem by finding the optimum k value. In this method, an upper and lower limit is determined for the k. Then, starting from the lower bound, centroid-based clustering logic is applied for each k. The first
centroids are determined according to \( k \). Then, each centroid creates partitions within itself and clusters are formed. The Bayesian Information Criteria (BIC) determines the quality of the newly formed clusters. For each model, the number of data points is denoted with \( N \), the number of parameters is given by \( \text{par} \) and log likelihood is \( L \). Then the BIC is calculated as follows:

\[
BIC = L - \frac{1}{2} \text{par} \log N
\]  

(1)

It is assumed that the data points in the clusters fit the Gaussian distribution in order to find the optimum \( k \) number and to avoid the problems in centroid calculation due to the mean [Raykov et al., 2016]. Based on this assumption, \( L \) value was calculated by Equation 2. In this equation \( p(x_k) \) is the probability of the data point \( x_k \) belongs to cluster \( k \).

\[
L = \log \prod_k \prod_j p(x_{kj})
\]  

(2)

The \( k \) value, which creates the best quality clusters according to the BIC criterion, is determined as the optimum value [Patibandla and Veeranjaneyulu, 2018].

The second problem in clustering is the distance calculation between discrete variables. For example, in a color variable, blue is closer to the dark blue and is distant to the white. However, in traditional approaches the distance between all different values are calculated as one. This shows the difficulty in reflecting the content of the relevant category. Methods such as DILCA [Battaglia e. al., 2021] and DVD [Xavier et al., 2013] were proposed to overcome this challenge. The algorithmic complexity of DVD is high; thus, DILCA was used in this study. DILCA calculates entropy and content value for each discrete variable. By calculating the Euclidean distance between these content values, the distance between the discrete variables was found. If we assume that \( C \) denotes a class set, \( D \) is the data belonging to class \( C \), \( P_i \) is the probability of data belong to class \( C_i \), \( E_A \) is the entropy of attribute \( A \), and \( E_{AB} \) is the entropy of attribute \( A \) with respect to the attribute \( B \). Then information gain is calculated as follows:

\[
E_A = - \sum_{i=1}^k p_i \log_2 p_i
\]  

(3)

\[
E_{AB} = - \sum_{i=1}^k p_i \log p_i \left( \sum_{i=1}^k \frac{D_i + \ldots + D_{ni}}{D} \right)
\]  

(4)

InformationGain = \( E_A - E_{AB} \)  

(5)

In order to prevent the bias through attributes with more values, the ratio given in the equation 6 is used:

\[
R(A,B) = 2 \frac{E_{AB}}{E_A + E_B}
\]  

(6)

This ratio is known as the uncertainty value and its mean was used to measure the context of a given attribute. After contexts were determined, the distance was measured by Euclidian distance as given in the Equation 7:

\[
\text{Dist}(x_i, x_j) = \sqrt{\sum_{\text{Bins}(A)} \sum_{B \in B} (p(x_i | B) - p(x_j | B))^2}
\]  

(7)
The dataset consists of both numeric and discrete values. Traditional clustering methods could fail to assign discrete data to clusters mostly because they fail to represent the context of these attributes. To solve this problem DILCA method was used. By this way, discrete attributes were represented by entropy values. Thus, all data was converted to numeric values in the clustering phase. Then the optimum K value was calculated by the equations 1 and 2, and distance between data points was calculated by Euclidean Distance.

In the second phase of the hybrid model, CART was established for each cluster. By this way, the examination of the variables that affect the sale price was carried out in more detail.

3.2 Decision Tree Approach

For nonlinear problems, decision trees can provide promising results when compared to much complex algorithms. Their advantage over other learning algorithms is they can visually present the variables that affect the classification and/or prediction. Decision logic can be presented as rule sets by following the branches of the tree.

The basic idea behind the decision tree is finding the best split that will divide the dataset into homogenous subsets. Different splitting criteria such as Gini Index [Jain et al., 2018], Information Gain [Jain et al., 2018] and Information Gain Ratio [Mienye et al., 2019] can be used. In the related study, to prevent a bias in favor of attributes with large value range, the information gain ratio (IGR) was used.

As given in the materials section, the data set consists of continuous and discrete attributes. In order to handle the attributes with continuous values and to prevent a bias towards them, a penalty term (PT) given in Equation 8 [Quinlan, 1996] was used.

\[ PT = -\log_2 \frac{n-1}{|D|} \]  

(8)

To predict the continuous values, branches was formed according to the actual value convergence. The level of convergence was calculated by the mean square error (MSE) metric. Suppose that the number of data is denoted by n, x denotes each data tuple in the set, C is the class tag, V is the collection of attributes that represents a tuple and F is the prediction function. Then the error is calculated as follows:

\[ \sum_{i=1}^{n} (C_i - F(U, x_i))^2 \]  

(9)

To achieve the maximum performance from the CART, an evolutionary hyper-parameter optimization (HPO) was conducted. In evolutionary HPO, the number of solution alternatives is reduced by random search and the best solution is granted by mutation and crossover [Yang and Shami, 2020]. In the HPO algorithm, Gaussian mutation with tournament selection with a fraction of 0.25 and cross over probability of 0.9 was used. As a result, the depth of the CART model was determined as ten, minimum leaf size was two and the minimum size for split was four. To test the performance, tenfold cross validation was used. Each fold was constructed by stratified sampling. The results of the CART model are given in the following section.

3.3 Direct Capitalization Approach

The prediction performance of the proposed hybrid model was compared with DC model which is known to be a gold standard for real estate price prediction [Lennhoff,
DC predicts the price according to the rental income [Pınar and Demir, 2014]. The risk of the flat being empty can also be calculated. However, this has not been taken into account as it may reduce the prediction performance of the DC method [Yalcin et al., 2018; Michaletz and Artemenkov, 2018]. In order to calculate DC, average unit price (AUP) must be calculated first as in the Equation 10.

\[ AUP = \frac{\sum_{i=0}^{n} sp}{\sum_{j=0}^{n} fa} \]  

(10)

In above equation, sp is the sale price, fa is flat area and n is the number of properties. After AUP is found, DC is calculated as given in the Equation 11.

\[ DC = \frac{AI}{V} \]  

(11)

AI indicates annual income, V indicates overall capitalization rate which is based on AUP. DC values of the dataset were calculated by a domain expert.

### 3.4 Performance Metrics

Different metrics can be preferred to compare the performance of the models. However, price tag is continuous that makes prediction task a multiple regression. In this case, traditional performance metrics such as accuracy could fail to compare the models. The majority of studies recommend root mean squared error (RMSE), mean absolute percentage error (MAPE) and adjusted R\(^2\) metrics to compare regression models.

Particularly for MAPE and RMSE, there are different opinions as to which of these metrics is more valid. Some studies advocate the use of MAPE because RMSE values become too large when error magnitudes increase [Willmott et al., 2009], there are also studies showing that RMSE is a better metric when the error distribution is normal [Hodson, 2022]. Both metrics were used because there was no consensus on the relevant metrics.

RMSE calculates the root of squared difference between actual measurement \((a_{ct})\) and the prediction \((p_{re})\) for \(n\) values, as given in equation 12.

\[ RMSE = \sqrt{\frac{(a_{ct} - p_{re})^2}{n}} \]  

(12)

MAPE is used to show how much the prediction \((p_{re})\) deviates from the actual measurement \((a_{ct})\) as a percentage. MAPE calculation for \(n\) distinct values is given in equation 13.

\[ MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{a_{cti} - p_{rei}}{a_{cti}} \right| \]  

(13)

R\(^2\) metric is used to identify the variance of the prediction result based on the given attributes [Chicco et al., 2021]. However, the number of attributes added to the model can relatively increase the R\(^2\) value [Akossou et al., 2013]. Although this situation looks good in terms of performance, it may introduce overfitting [Miles, 2005]. When the number of attributes is increased, adjusted R\(^2\) is used to see if the performance
increase is due to chance or by overfitting [Miles, 2005]. Adjusted $R^2$ can be calculated as in equation 14.

$$Adjusted\ R^2 = 1 - (1 - R^2)\frac{n - 1}{n - \text{attr}_{a} - 1}$$  \hspace{1cm} (14)

In equation 14 number of attributes was denoted as attr. As this equation indicates $R^2$ must also be calculated. The formula to calculate $R^2$ is given in equation 15. In the equation actual measurement is denoted by $a_{ct}$, mean of actual measurement is denoted by $\mu_{a_{ct}}$ and prediction is denoted by $p_{re}$.

$$R^2 = \frac{\sum(a_{ct}-\mu_{a_{ct}})^2 - \sum(a_{ct}-p_{re})^2}{\sum(a_{ct}-\mu_{a_{ct}})^2}$$  \hspace{1cm} (15)

4 Material

In the study, the residential ads for sale were retrieved from the Canakkale province between 01 Spt. 2021 and 30. Nov. 2022. Canakkale is one of the provinces in the Marmara region on the Northwest Anatolian side of Turkey. Figure 2 shows the geographical location of Canakkale on the map.

Figure 2: Geographical location and neighborhoods of Canakkale

As shown in Figure 2, there are ten neighborhoods in the study area. The neighborhoods Cumhuriyet, Hamidiye and Bogazkent constitute the region known as Kepez. The neighborhoods in the city center are Barbaros, Ismetpasa, Cevatpasa, Fevzipasa, Kemalpasa, Namik Kemal and Esenler. The area of Kemalpasa, Fevzipasa
and Namık Kemal neighborhoods is quite small. Thus, the number of sale ads in the relevant neighborhoods was very low. In order to obtain sufficient number of ads, these neighborhoods were combined and named as "UnitedNH".

The residential for sale in Canakkale was retrieved from a website that covers all rental and sale real estates of Turkey. A web scraper based on the python scrapy library was developed for the given website. The scraper was used to retrieve the tabular information for all rental or sale residential in Canakkale. The information in free text area was omitted because it was left blank for most of the ads.

Web scrapping gathered a dataset of 500 residential sales ads. For each residential, twelve variables were used. Table 2 gives details of the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Type</th>
<th>Min - Max</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Price</td>
<td>Numeric</td>
<td>2,166.67 - 6,847.83</td>
<td>3,651.33</td>
<td>833.63</td>
</tr>
<tr>
<td>Area (m²)</td>
<td>Numeric</td>
<td>35.00 - 800.00</td>
<td>123.18</td>
<td>66.54</td>
</tr>
<tr>
<td>Current Floor</td>
<td>Numeric</td>
<td>-2.00 - 10.00</td>
<td>2.72</td>
<td>1.85</td>
</tr>
<tr>
<td>Number of Floors</td>
<td>Numeric</td>
<td>1.00 - 10.00</td>
<td>4.79</td>
<td>1.44</td>
</tr>
<tr>
<td>Age of Building</td>
<td>Integer</td>
<td>0.00 - 50.00</td>
<td>7.26</td>
<td>8.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Type</th>
<th>Number of Values</th>
<th>Min Freq.</th>
<th>Max Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighborhood</td>
<td>Nominal</td>
<td>10</td>
<td>Namık Kemal (3)</td>
<td>Barbaros (116)</td>
</tr>
<tr>
<td>Residential Type</td>
<td>Nominal</td>
<td>7</td>
<td>Summer House (1)</td>
<td>Flat (485)</td>
</tr>
<tr>
<td>Number of Rooms</td>
<td>Nominal</td>
<td>12</td>
<td>8+3 (1), 9+3 (1)</td>
<td>2+1 (160)</td>
</tr>
<tr>
<td>Heating</td>
<td>Nominal</td>
<td>6</td>
<td>Room Heater (1)</td>
<td>Boiler (379)</td>
</tr>
<tr>
<td>Deed Type</td>
<td>Nominal</td>
<td>3</td>
<td>Land (3)</td>
<td>Condominium (216)</td>
</tr>
<tr>
<td>Facade</td>
<td>Nominal</td>
<td>13</td>
<td>North-East-South (5)</td>
<td>South (128)</td>
</tr>
<tr>
<td>Fuel Type</td>
<td>Nominal</td>
<td>2</td>
<td>Coal - Wood (8)</td>
<td>Natural Gas (426)</td>
</tr>
</tbody>
</table>

Table 2: Numeric and discrete variables of the dataset. Each numeric variable is summarized by max, min, mean and standard deviation. For discrete variables, number of values, min and max frequencies are given.

Some of the variables in Table 2 have the same value for most of the samples. This may create the impression that these variables are not self-explanatory and only increase the complexity of the model. However, the model’s ability to distinguish these rare values will show its discrimination power.

Economic variables such as gross national product, gross domestic product, exchange rates and stock market indices were also retrieved. However, the analyzes showed that the three-month period was not sufficient enough to show the effect of economic variables on the price. Therefore, economic variables were excluded. A future study is planned, in which data are retrieved for a longer period. Thus, the effect of economic variables can be examined.

According to the experts and literature review, one of the variables that affect price is the neighborhood [Macpherson and Sirmans, 2001; Fernandez et al., 2013]. Thus, statistical distribution of the unit price among neighborhoods was calculated and is given in Figure 3.
There are both old and new constructions in Cumhuriyet, Barbaros and Cevatpasa neighborhoods. Thus, they were preferred by wide variety of socio-economic segments. This situation explains the wide price range of the relevant neighborhoods. On the other hand, Hamidiye neighborhood consists of only new constructions and is preferred by high socio-economic segments. Therefore, the price range in the relevant region was narrower.

5 Results

In clustering phase, an adoption of X-Means Clustering was used to find the optimum number of clusters. To avoid content loss of the discrete variables, DILCA distance was applied. All variables except the unit price was included in this phase. Since the hybrid model makes price predictions, this variable was not included in the clustering step to avoid any bias. As a result, three clusters were formed.

The distribution of the neighborhoods among clusters reflected the exact geographical boundaries. This distribution is given in Figure 4.
The first cluster covers Hamidiye, Cumhuriyet and Bogazkent neighborhoods. Cluster 2 covers Cevatpasa and Esenler, Cluster 3 covers Barbaros, Ismetpasa and the united districts (Fevzipasa, Namik Kemal, Kemalpasa).

In Section 3.1, it was assumed that the data in the clusters would be normally distributed. To test this assumption, Quantile-Quantile (Q-Q) plot was used. Q-Q plots are widely used to prove the distribution of data [Yuan et al., 2021]. In this method, the theoretical and sample quantiles are compared. If they match to form a straight line, the data is normally distributed. In the case of convex curve, data is right skewed and data is left skewed if the curve is concave [Marimuthu et al., 2022]. A comparative Q-QP plot for the eleven variables in each cluster are given in Figure 5 to Figure 8.

Figure 4: The distribution of the neighborhoods among clusters
In general, it can be said that all variables are close to normal distribution (Figure 5). Although the Area variable follows a normal distribution for Cluster-2, there is a slight convex slope in Cluster-1. Age and Current-Floor variables showed a diagonal distribution.

Deed, Façade and Floor-Number variables were also tested and given in Figure 6.
Figure 6 indicates all three attributes (Deed-Façade-FloorNumber) are normally distributed. However, for Deed attribute some values diverges from theoretical quantiles, which can be interpreted as the outliers. For performance comparisons, these outliers were removed from the data set. However, no significant gain was achieved. The same can be concluded from Figure 7 for the Fuel-Type attribute for all three clusters.

Almost identical distribution was observed for Heating-Type variable in Cluster-1 and Cluster-2. The distribution of the NumberOfRooms variable in Cluster-2 and Cluster-3 is very close to normal. However, there are some outliers in Cluster-1 for the given variable.

The last variables tested are the Unit Price and Residential Type. Their plot is given in Figure 8.
As Figure 8 shows, Unit Price converges to a normal distribution. When outliers are removed, it is seen that the relevant variable is normally distributed for all three clusters. For the Residential Type variable, it is seen that there is a normal distribution for all three clusters.

The distribution graphs of the variables in the clusters (Figure 5 to figure 8) show that almost all variables are normally distributed or close to normally distributed.

In the prediction phase, a CART model was established for each cluster. All CART models had the neighborhood attribute at the root of the tree. However, the variables that affect the price varied for each neighborhood. The CART models formed for each cluster are given in the following subsections.

Since the resulting CART models were too large to fit into a single figure, they were partitioned and given as sub-figures. For each cluster, the first two levels containing the root node were given in a single figure. Sub-branches were given as separate figures. The organizations of the figures are as follows:

- CART of Cluster-1: Root and second level was given in Figure 9, sub-trees were given form Figure 10 to Figure 12.
CART of Cluster-2: Root and second level was given in Figure-13, sub-trees were given in Figure 14 and Figure 15.

CART of Cluster-3: Root and second level was given in Figure 16, sub-trees were given from Figure 17 to Figure 19.

Tree structures of the clusters were outlined by the figures from 10 to 18. Since the full description of each figure would be too long, only the important findings were given under the relevant paragraphs of the figures. However, one branch of Figure 10 was described from root to leaf as an example of how the entire figure can be interpreted. Similar inferences for other figures can be made by tracing the branches from root to leaves.

5.1 CART Model for Cluster 1

The first cluster consisted of neighborhoods in Kepez district, which is far from city center. When the CART model was established for this cluster, the "neighborhood" attribute was located at the root of the tree. The top branching is given in the Figure 9.

![Figure 9: The top branching of CART for Cluster 1](image)

The actual size of the regression tree does not fit into a single figure. Thus, sub-trees of each neighborhood are given separately.

The residential in Hamidiye neighborhood are newer when compared to other districts. Thus, the variation among attributes is much higher. Regression tree, given in Figure 10, reflected this situation.
Figure 10: CART for Hamidiye neighborhood

Figure 10 indicates that the most important variables that affected the price were number of rooms, area of the residential in m² and current floor. Other variables were heating and facade. In Figure 6, when the "Number of Rooms" attribute takes the value "1+1", "Current Floor" is checked as the next attribute. When this attribute is greater than 5, the decision is made according to "Facade" attribute. In this case, if the “Facade” value is “South”, the unit price is predicted as 3,490 TL, and if the “Facade” value is “West”, the unit price is predicted as 3,362.06 TL. When the "Number of Rooms" attribute takes the value "2+1", the "Area (m²)" attribute is checked. If this attribute is larger than 102.5 m², prediction is made based on the values of the “Heating” attribute. If “Heating” is “central share meter”, the price is predicted as 4,6347 TL, if it is “boiler” the prediction is 376 TL. Similarly, by following the other branches of the tree from top to bottom, the predictions of the whole structure can be deduced in the form of rules.

The CART model for Cumhuriyet neighborhood is given in Figure 11.

Figure 11: CART for Cumhuriyet neighborhood

The most important attribute for the unit price prediction in Cumhuriyet neighborhood was the number of rooms. This attribute was followed by deed, facade and current floor.
Since the attribute “facade” was located at the root of the tree, it was the most important attribute for price prediction in Bogazkent neighborhood. The CART model for this neighborhood is given in Figure 12.

![Figure 12: CART for Bogazkent neighborhood](image)

The attributes in the second level of the CART were number of rooms, area, deed and residential type. Heating and building age were assigned to lower levels of the CART.

### 5.2 CART Model for Cluster 2

Cluster-2 covered Cevatpasa and Esenler neighborhoods. The most discriminative attribute for this cluster was also neighborhood as given in the Figure 13.

![Figure 13: CART for Cluster 2](image)

For both neighborhoods, age of the building was the second important attribute for unit price prediction.

Cevatpasa covers a large area with both new and old settlements. Therefore, age of the building was found as the most important attribute affecting the price. The sub-tree for Cevatpasa is given in Figure 14.
For old settlements, price prediction was based on the attributes facade, area and number of floors. For new settlements, area and residential type were used.

Esenler neighborhood, like Cevatpasa, covers both old and new settlements. Thus, age attribute was assigned to the root of the CART. The sub-tree for Esenler is given Figure 15.

Facade and number of rooms formed the branches at the second level of the tree. Branching of the third level was based on area and current floor attributes.

### 5.3 CART Model for Cluster 3

Cluster 3 consisted of Babaros, Ismetpasa and united districts. Neighborhood attribute was assigned to the root of the tree. Unlike the CART models of other clusters, each branching after the root had a different attribute. The top level branching for the Cluster 3 is given in Figure 16.
The sub-tree for Barbaros starts with the age attribute. CART model of this neighborhood is given in the Figure 17.

The nodes in the second level of the tree were composed of heating and facade attributes.

The unit price prediction in Ismetpasa neighborhood was strongly related to the area of the residential as given in Figure 18.
If the area of a given property is equal to or less than 45m², the unit price was predicted as 5,850 TL without further branching. In other cases the prediction was based on the number of rooms, heating, current floor and deed attributes.

The districts of Fevzipasa, Namik Kemal and Kemalpasa are close to each other. The number of residential sales were not enough for each of these neighborhoods. Thus, they were combined to form a single district. The CART model of the united neighborhoods is given in the Figure 19.

For the united neighborhoods, current floor, facade and area attributes were used for unit price prediction.
5.4 Summary of CART Models

The hybrid model divided the dataset into three clusters. Neighborhoods within each cluster are composed of neighborhoods that are geographically close to each other (Figure 4). CART models were established for each cluster. All CARTs started with the neighborhood attribute. However, other attributes varied for each CART. The important attributes in each CART model are given in Figure 20.

![Figure 20](image)

**Figure 20:** The general representation of CARTs for each cluster. The attributes affecting the price are listed in order of importance. The importance decreases from root to lower levels.

The CARTs were formed to reflect the characteristics of each neighborhood. The Hamidiye neighborhood in Kepez is a region with new constructions. Citizens of high socio-economic groups generally prefer this neighborhood. People in this group prefer larger houses. In accordance with this situation CART model for this neighborhood found the number of rooms attribute as the most important variable. Cevatpasa and Esenler covers both new and old settlements. Thus, CART model of these neighborhoods, were based on building age attribute. Both models revealed that, the price of for older settlements were affected by facade. Number of rooms and area of the residential were the attributes that affect price of the new settlements. The income level in the combined neighborhoods (Fevzipasa, Namık Kemal and Kemalpasa) is lower than in other regions. Therefore, the residential in this region have more standardized structure when compared to other regions. CART models also reflected this situation. The models for other neighborhoods were more complex in structure; however, the model for united neighborhood was much simpler. The variables that affect the price for this neighborhood were current floor, facade and area of the flat.

The importance of the attributes within each cluster was also calculated and given in Figure 21. Clusters were not directly used for price prediction. Instead, a CART
model was established for each cluster. The importance of the attributes in the CART of each cluster was calculated relatively to branching logic of the CART.

For all clusters the most important attribute was “Neighborhood”. It was followed by “Area (m²)”, “Number of Rooms (Rom #)” and “Deed” in Cluster – 1. The most important attributes of the second cluster were “Age”, Area (m²) and “Facade”. In the third cluster, the most important attributes were ranked as “Area (m²)”, “Age” and “Current Floor”.

When Figure 21 was examined, it was seen that the importance of attributes was different in each cluster. For example, “Age” was the least important attribute for the first cluster, while it is the most important attribute after “neighborhood” in the second cluster. If a single decision model were used, the prediction performance would also decrease, as it would be difficult to model extreme cases like the above. However, with the hybrid approach, the differences between regions was revealed and it was shown that high prediction performance could be achieved.

6 Performance Comparison

The prediction performance of the hybrid model was compared with DC, which is the gold standard in real estate price prediction. For this comparison, a separate dataset (not previously used in training and testing) was used. This dataset had identical features as the original.
The prediction of the unit price, TL per square meter (TL/m²), is a multiclassification task. However, price tag is continuous that makes prediction task a multiple regression. For this reason, models were compared in terms of RMSE, MAPE and adjusted $R^2$ metrics. Related metrics were calculated separately for specific CARTs established for each cluster. Afterwards, they were averaged to show the overall performance of the model. Comparison result is given in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>RMSE (TL/m²) Train</th>
<th>RMSE (TL/m²) Validation</th>
<th>MAPE (TL/m²) Train</th>
<th>MAPE (TL/m²) Validation</th>
<th>Adjusted $R^2$ Train</th>
<th>Adjusted $R^2$ Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid Model</td>
<td>71.249</td>
<td>72.867</td>
<td>0.0053</td>
<td>0.0057</td>
<td>0.982</td>
<td>0.978</td>
</tr>
<tr>
<td>Direct Capitalization</td>
<td>382.12</td>
<td>374.5</td>
<td>0.087</td>
<td>0.0909</td>
<td>0.837</td>
<td>0.797</td>
</tr>
</tbody>
</table>

Table 3: The performance comparison of the hybrid model and direct capitalization

Diebold-Mariano Test [Diebold and Mariano, 1995] was used to check if the prediction performances of DC and Hybrid model were significantly different. For this purpose the order of $h$ taken as four. The result of the test $p < 0.05$. Thus, the prediction performance of the models was significantly different. The prediction performance of the Hybrid model was superior to the DC in terms of RMSE, MAPE and $R^2$ metrics. Considering that DC is used as a main standard in price prediction, the potential of the hybrid model in the real estate domain is quite strong.

One of the important contributions of this work is the unsupervised learning used in the hybrid model. Clustering was used to reveal the differences of properties. In this way, different variables affecting the price for each cluster were revealed. In addition, it was predicted that the clustering approach should increase the prediction performance. A CART model without clustering was established and its prediction performance was compared with the hybrid model. To avoid any bias, hyperparameters of the single CART Model was optimized by evolutionary HPO. As a result, the depth, minimum leaf size and minimum size for split hyper-parameters for the single CART Model were found to be 13, 2 and 2 respectively. The comparison is given in Table 4.

<table>
<thead>
<tr>
<th>Prediction Models</th>
<th>RMSE (Train – Validation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid Model</td>
<td>71.249 72.867</td>
</tr>
<tr>
<td>Single CART Model</td>
<td>105.720 112.983</td>
</tr>
</tbody>
</table>

Table 4: The performance comparison of the hybrid model and single CART to reveal the effect of clustering on prediction performance

The RMSE metric for the single CART is 112.983. This metric proves two points. First, even a single CART can perform better than the DC. Thus, use of machine learning approaches in real estate price prediction is promising. Second and more
importantly, the use of unsupervised learning increased the prediction performance by 36%.

7 Conclusion

The use of ML in real estate price prediction gained speed in recent years, as it eliminates the disadvantages of DC such as expert opinion and manual analysis of data. However, majority of ML studies use only supervised learning and focus on prediction performance, ignoring the contribution of unsupervised learning on performance and detailed analysis of the variables that affect price.

In this study, a hybrid model of CART and X-Means was established to combine supervised and unsupervised learning. Clustering was used to determine the geographic, socio economic and other differences in the dataset. A specific CART model was constructed for each cluster. In this way, the prediction performance was increased and the variables that affect the price were examined in more detail. The hybrid model outperforms DC in terms of RMSE, MAPE and adjusted $R^2$. The RMSE of the hybrid model was 72.867 while for DC it was 374.5. The contribution of clustering on performance was also analyzed. X-Means clustering increased the performance of the model by 36%.

In addition to prediction performance, the hybrid model was successful in revealing the variables that affect the price. The branching of each CART model started with the neighborhood variable. Then variables specific to each neighborhood came to the fore. The most dominant variables over the price were the number of rooms, facade, age, current floor and area.

This study was carried out to predict the price based on the physical properties of the property. In order to increase the prediction performance, a hybrid model consisting of un-supervised and supervised learning was established. In addition, the features that affect the price were retrieved from the hybrid model. The prediction performance of the hybrid model was quite high. The variables affecting the price successfully reflected socio-economic conditions and geographical regions. These results show the importance of using ML models in real estate.

8 Future Work

This model is designed as a pioneer of future studies. As a future study, we aim to expand the study area to include different provinces and develop more comprehensive model by including economic, non-numerical and spatial variables. In addition, we plan to change the methods to be used in the model. The dataset covering many provinces in Turkey is quite large, so it is planned to use deep learning methods. Since the examples of some provinces are very few, it is also planned to provide synthetic data to establish more balanced datasets. For this purpose, it is planned to use Generative Adversarial Network (GAN) based methods.

When the studies were evaluated, it was seen that variables such as economic, spatial and social variables (non-numeric), had an effect on the price. Being aware of this, we tried to include economic variables in our study. However, the data set was
established for three-month period, thus, it was not sufficient to reveal the effect of economic variables.

For this reason, our first aim as a future study is to retrieve the dataset for a long period and to show the effect of economic variables. Another aim is to establish the dataset to include different provinces representing different geographical regions of Turkey. In this way, the effect of socio-economic variables as well as the physical properties of the property will be examined and the results will be generalized for all provinces in Turkey. We are working to achieve our future goals. The web scraper has been retrieving the real estate ads for the selected provinces and combining them with daily economic data.
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