DASCO: A workflow to downscale alien species checklists using occurrence records and to re-allocate species distributions across realms
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Abstract

Information about occurrences of alien species is often provided in so-called checklists, which represents lists of reported alien species in a region. In many cases, available checklists cover whole countries, which is too coarse for many analyses and limits capabilities of assessing status and trends of biological invasions. Information about point-wise occurrences is available in large quantities at online facilities such as GBIF and OBIS, which, however, do not provide information about the invasion status of individual populations. To close this gap, we here provide a semi-automated workflow called DASCO to downscale regional checklists using occurrence records obtained from GBIF and OBIS. Within the workflow, coordinate-based occurrence records for species listed in the provided regional checklists are obtained from GBIF and OBIS, and the status of being an alien population is assigned using the information in the provided checklists. In this way, information in checklists is made available at the local scale, which can then be re-allocated to any other spatial categorisation as provided by the user. In addition, habitats of species are determined to distinguish between marine, brackish, terrestrial, and freshwater species, which allows splitting the provided checklists to the respective realms and ecoregions. By using checklists of global databases, we showcase the usage of the DASCO workflow and revealed > 35 million occurrence records of alien populations in terrestrial and marine regions worldwide, which were back-transformed to terrestrial and marine regions for comparison. DASCO has the potential to be used as a basis for the widely applied species distribution models or assessments of status and trends of biological invasions at large geographic scales. The workflow is implemented in R and in full compliance with the FAIR data principles of open science.
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Introduction

The amount of biodiversity data is increasing at an unprecedented pace (La Salle et al. 2016), with occurrence records provided by the Global Biodiversity Information Facility (GBIF) amounting to more than 2 billion records at the date of publication. Other online platforms such as the Ocean Biodiversity Information System (OBIS) are expanding likewise, although at lower levels. These platforms provide the by far largest collections of species occurrence records, which make them most useful for analysing the status and trends of biodiversity in general. The data on these platforms provided a basis for numerous analyses and biodiversity assessments but also exhibited distinct biases, gaps, and heterogeneity in quality and, therefore, should be handled with care to deal with these issues (Meyer et al. 2015; Hughes et al. 2021). Many of the recorded occurrences represent records of species outside their native range, so-called alien populations. However, these databases lack information about the status of invasion, which limits the capabilities to use the data for assessing trends in biological invasions.

As the number of biodiversity records increased, so did the number of records of alien populations collected in regional to global databases. Since 2015, at least seven new global databases of alien species records have been published: five of certain taxonomic groups such as alien plants (van Kleunen et al. 2019), birds (Dyer et al. 2017), mammals (Biancolini et al. 2021), amphibians and reptiles (Capinha et al. 2017) and macrofungi (Monteiro et al. 2020), and two major cross-taxonomic databases, one database on invasive alien species (Pagad et al. 2018) and one on years of first alien species’ record (Seebens et al. 2017). Numerous collections at regional levels are available in addition. The standard format of alien species records is a checklist, which represents a list of species reported in a certain region, usually a country (Pyšek et al. 2012; Brundu and Camarda 2013). While these checklists provide a first overview of the distribution of alien species at larger geographic scales, the resolution is often too coarse to perform detailed analyses. For instance, the majority of alien species are still spreading despite their first introduction being decades or centuries ago (Seebens et al. 2021), but the availability of distribution records only at a regional scale distinctly hampers the assessment of the dynamics of spread and severely limits the possibility to predict the future spread and hot spots of alien species occurrences.

The rise of biodiversity data poses new challenges to researchers as the processing of data becomes increasingly complex and time-consuming. As the steps of data processing are often similar in different projects, researchers spent much time on developing very similar approaches multiple times, which is inefficient. In addition, the complexity of data processing requires making many minor decisions of how to handle and modify data, which are usually not reported in the method section of a scientific
Downscaling alien species checklists publication. As a consequence, studies and assessments are non-transparent and not reproducible, which reduces trust in scientific results (Franz and Sterner 2018). It is therefore of rising importance to publish all steps of data processing, the so-called workflows (Hardisty and Roberts 2013). With the rise in data volumes and complexities of data processing, it also becomes crucial to make workflows accessible to others (Guralnick et al. 2007), which provides the opportunity to document all steps of the process accurately, to make studies transparent and reproducible, to increase efficiency in science by allowing others to use the workflow, and to ultimately increase trust in study results.

In recent years, much progress has been made on developing standards, workflows, and infrastructures for biodiversity information. For example, a standard terminology for biodiversity information called Darwin Core (https://dwc.tdwg.org/) has been developed, which allows sharing data more easily (Groom et al. 2019). Workflows (i.e., technical pipelines to process data) have been proposed and developed to clean biodiversity data (Zizka et al. 2019) and to transform the massive amount of occurrence data into workable formats (Guralnick et al. 2007; Jetz et al. 2019). Standard measures of biodiversity have been proposed and accepted, such as the Essential Biodiversity Variables (Pereira et al. 2013) and a range of indicators to actually measure biodiversity change. However, most of these advancements relate to biodiversity information in general, while the specifics of biological invasions were often not taken into account, and similar developments in invasion ecology are lagging behind the general trends. Efforts have been made in some parts. For example, the Darwin Core terminology has been extended to capture aspects of the status of biological invasions (Groom et al. 2019), workflows have been published to integrate global databases (Seebens et al. 2020), and indicators have been developed to measure and visualise trends in changes of biological invasions (Wilson et al. 2018), but still, information about the status of alien species population is usually provided on national scales with all the limitation inherent in such a coarse scale, although higher resolved data are available.

Here, we provide a workflow that integrates the strengths of both the comprehensiveness of point-wise occurrence records provided by GBIF and OBIS and information on invasion status provided in checklists. While GBIF provided the by far largest amount of occurrence data, OBIS represents a platform gathering information about mostly marine species occurrences. Their combination therefore provides a comprehensive compilation of species occurrences across realms. The ultimate goal of applying the workflow is to obtain occurrence records of alien populations with associated coordinates at large extent. By combining regional checklists and occurrence records, the information provided at coarse geographic scale such as regional checklists can be transferred to a finer geographic scale of local occurrences, a process often called ‘downscaling’ as used in e.g. climate science. Hence, the workflow can be used to downscale alien species checklists using occurrence records, and is therefore called ‘DASCO’, but also to re-allocate species occurrences to different delineations of regions or realms to generate checklists at alternative spatial resolutions. For instance, a single checklist may contain species from different realms, biomes, or ecotypes. By using coordinate-based occurrence records, it is then possible to split the checklists and
assign species to, for example, bordering coastal areas or ecotypes such as mountainous areas within the respective region, and to generate checklists only for those areas with a resolution, which may differ from the original checklist.

In a case study, we showcase the application of the workflow at a global scale using the largest global database of alien species occurrences based on regional checklists. This case study provides an overview of the records of alien species populations globally distinguished between terrestrial, marine, and freshwater species. The DASCO workflow is fully implemented in the open-source language R (version 4.1.3, R Core Team 2022) and is published together with this article. The workflow was designed in a way that allows other users to modify and apply the scripts to their respective needs, for example, by providing their own region delineations for aggregating the occurrence data.

The DASCO workflow

The DASCO workflow is structured in a sequence of five steps of data processing (Fig. 1): 1) preparing of input data sets and folder structure, 2) obtaining occurrence records of species from GBIF and OBIS, 3) cleaning obtained occurrence records, 4) determining the invasion status (i.e., alien) of the populations, and finally 5) preparing the final output. The steps are executed in sequence and each produces output files, which are used as input of the next step. This enables the application of individual steps in isolation without the need to run the full workflow in all cases.

Figure 1. Overview of the DASCO workflow. The workflow consists of five steps (green boxes), which are executed in sequence. It requires input from external sources (column ‘Input’) and exports a series of output files (blue boxes) to document the process, to provide intermediate output results, and the final output files.
The essential requirements for executing the workflow are the original database of alien taxa, which is organised as a checklist at any scale, a shapefile of the polygons of the regions, R installed on a computer, and a GBIF account. A detailed description of the workflow, requirements for running the workflow, and technical descriptions of the individual functions are available in the DASCO manual, which is available as an R Markdown file together with the code (https://doi.org/10.5281/zenodo.5841930) and as a pdf (see Suppl. material 1). An overview of the individual steps of the workflow is presented in the following:

**Step 1: Preparation of database**

In the first step of the DASCO workflow, checklists of alien species are imported and prepared for further processing. A checklist represents a list of species, which are known to occur in a certain region. Usually, regions (also called ‘location’) represent a country, an island, or a nature reserve, but it could be any area of any size. Column headers of the columns containing taxon names, locations, and first record are standardised according to Darwin Core terminology following Groom et al. (2019). In addition, location names are standardised according to an associated translation table. This translation table can be modified or replaced by the user to obtain a different set of location names. A standardised spreadsheet table of location-taxon records and a list of all taxa are exported. Note that taxon names are not standardised, as this could be done using other workflows (Seebens et al. 2020; Grenié et al. 2022), which could be applied before the application of DASCO.

**Step 2: Obtaining occurrence data**

In the second step of the DASCO workflow, available occurrence records for each species, which are listed in the checklists provided in step 1, are obtained from GBIF and OBIS. All available occurrence records are downloaded irrespective of their location or invasion status of the respective population. Depending on the length of the species list, this may result in large amounts of data, particularly for GBIF data, which may be difficult to process in one step. Thus, the number of available records on GBIF for each species is determined beforehand. By default, the request to GBIF is automatically split into three chunks, which can be processed in parallel using a single GBIF account. If the total number of records is large, the user can provide multiple accounts, the taxa are split accordingly, and individual requests for download are sent for each chunk to obtain data sets of manageable sizes. This step requires one or multiple accounts on GBIF to allow processing multiple chunks of data simultaneously (see the DASCO manual for further details).

Once the GBIF files are ready for download, they will be downloaded to a local folder. GBIF provides digital unique identifiers (DOI) for each query, which are exported by the workflow and should be kept and provided to ensure transparency and reproducibility. The downloaded files are decompressed, and an initial cleaning is
conducted by removing duplicated, empty and non-numeric entries of the columns ‘speciesKey’, ‘decimalLatitude,’ and ‘decimalLongitude.’ In addition, obviously wrong coordinates with values being outside the coordinate systems are removed (original records are kept for cross checking). Finally, all records indicated as ‘FOSSIL_SPECIMEN’ are removed.

For OBIS, the number of available occurrence records is usually much lower compared to GBIF. Therefore, it is not necessary to perform initial checks and to split download requests. Thus, all available records for species of the provided checklists are directly imported into R. Duplicated records and records, which are indicated as ‘FossilSpecimen’, are removed. OBIS does not provide a DOI for individual queries. Lists of all records from GBIF and OBIS are exported and saved locally.

**Step 3: Cleaning occurrence data**

The third step represents the most computer- and time-intensive part of the workflow as it contains the cleaning of the obtained occurrence records. Occurrence records provided on GBIF and OBIS are prone to errors and uncertainties due to inaccurate measurements or wrong entries and therefore require cleaning. First, inaccurate coordinates with fewer than two digits after the comma are removed. This is considered to be a minimum requirement, and a higher resolution might be desired depending on the geographic resolution of the study, while for large-scale databases, such accuracy should be sufficient. Subsequently, seven tests of validation are applied to identify wrong coordinates. The tests are provided by the R package ‘CoordinateCleaner,’ which was specifically designed to validate occurrence records provided by platforms such as GBIF (Zizka et al. 2019). These tests involve checking whether, for example, coordinates represent centroids or capitals of countries, the location of large biodiversity institutions or the headquarter of GBIF rather than actual species populations. The most important test for our purpose represents the check for outliers, which identifies records that are located at large distances to the majority of records. These records might be a result of misspecifications or erroneous entries. Records flagged as potentially wrong entries by the tests are removed from the list, which - based on experiences - represents around 5% of records. This resulted in a more conservative estimate of the actual species occurrence. These tests are applied to records of both platforms. The user has the opportunity to check the removal of records by comparing the original downloaded occurrence files with the output file of the workflow.

Due to the sheer amount of data provided by GBIF, conducting the outlier test could be time- and memory-consuming. Many of the records represent multiple counts of the same species within a narrow geographic range, which would not add new information to our workflow. To improve the efficiency and speed of the workflow, we allowed for the thinning of records to reduce the workload. Thinning was done by rounding the coordinates to the second digit after the comma, keeping only one record (but the original, not rounded coordinates) for this occurrence, and removing others. Depending on the focus of the study, thinning could be done to finer geographic scales or disabled at all. Thinning is disabled by default for records provided by OBIS but can be turned on if required.
Step 4: Determining alien occurrences and habitats

Within the fourth step of the DASCO workflow, the cleaned occurrence records and the original checklists are used to identify alien populations. This requires having a shapefile with the same region borders as provided in the checklists. Only occurrence records were kept, which were located in the regions, where the respective species was classified as being alien. In this way, it is ensured that the information about the invasion status of being an alien taxon in a certain location has been assigned to the occurrence records. Records falling outside those regions were removed. As a default, a shapefile of country borders, large islands, and marine ecoregions is provided and used. Only those combinations of a taxon and a region are kept in the workflow if at least three occurrence records within the respective region are available for the taxon. Fewer numbers of records per taxon-region combination are considered to be too uncertain and removed. The emergence of region names of the checklists, which are not matching the names provided in the shapefile, will produce a warning and an export of mismatching region names.

Checklists often contain taxa of different habitats (e.g., terrestrial, marine, freshwater). As the region of record provided in the shapefile is often a terrestrial region, such as the land of a country or island, occurrences of recorded marine taxa often fall outside the provided polygons. The availability of coordinate-based occurrence records now provides the opportunity to specify the coastal area of the region, where the taxon actually occurs. In addition to occurrence records, this requires the determination of habitats for each taxon, a delineation of marine coastal regions, and knowledge about borders of land and marine coastal regions. We, therefore, provide a list of regions and their bordering marine ecoregions based on the classification provided by Spalding et al. (2007). Occurrence records of taxa, which have been identified as being marine and alien on a regional checklist, are considered to describe alien populations in the neighbouring marine ecoregions. Thus, occurrences of a marine taxon are assigned to a marine ecoregion only if the taxon is listed as being alien for the region (i.e., a country) and has at least three occurrence records in the respective marine ecoregion.

As records of many taxa, which are actually not marine, fall into polygons of marine ecoregions, an additional step of determining habitats of a taxon has been included. For each taxon, information about the habitat is obtained from the online databases WoRMS (WoRMS Editorial Board 2022), FishBase (Froese and Pauly 2021), and Sea LifeBase (www.sealifebase.ca) if entries for the taxon exist. Multiple entries are allowed for species capable of moving between habitats. Only records of taxa identified as being marine are assigned to a marine ecoregion. As habitat information provided a number of false entries, the following taxon groups were excluded from marine ecoregions: Vascular plants, insects, spiders, bryophytes, birds, amphibians, and mammals. In addition, only those species were considered as being marine, which were explicitly mentioned as such in the aforementioned databases or in the databases provided by the user. Marine mammals are excluded because, up to now, no introduction of a marine mammal has been reported. These restrictions may result in the removal of actual true records, but overall
will ensure avoiding large numbers of false entries in the final output, which is preferred. Other habitat types were taken as provided by the online databases or the input checklist without any test using occurrence records, because occurrence data often do not provide the accuracy to distinguish between, for example, terrestrial and freshwater habitats. Habitat information can also be provided as a separate column in the input data set.

Two data sets are exported from step 4: A list of occurrence records with coordinates for alien populations with the associated name of the region and a list of taxon-region combinations. The latter represents checklists as provided in the original input file, which is now cross-checked by records from GBIF and OBIS and may include new regions such as marine ecoregions. Providing different shapefiles would allow reassigning the occurrences to an alternative set of regions.

Step 5: Merging data sets and finalising the output

In the last step of the workflow, data sets of occurrences of alien species at a regional scale will be merged and prepared for the final output. Steps 2–4 are split into parallel strands for GBIF and OBIS, which are merged here to obtain a single output. Duplicated records are removed. If information about the year of the first record has been provided, it will be assigned at this step to the respective taxon and region. If multiple first records exist due to, e.g., the usage of a different geographic classification, the earliest first record is selected.

A case study

We showcase the application of the DASCO workflow using the SInAS database. The SInAS database represents an output from another workflow (i.e., the SInAS workflow; Seebens et al. 2020) designed to integrate databases of alien species occurrences based on checklists in a semi-automated and transparent way of standardisation and integration. Here, we use version 2.4.1 of the SInAS database (https://doi.org/10.5281/zenodo.5562892), which results from the integration of seven global databases of alien species occurrences: Five taxonomic databases, namely for vascular plants (GloNAF; van Kleunen et al. 2019), birds (GAVIA; Dyer et al. 2017), mammals (Biancolini et al. 2021), macrofungi (Monteiro et al. 2020) and amphibians and reptiles (Capinha et al. 2017), and two cross-taxonomic databases being one about temporal information of first recording (FirstRecords; Seebens et al. 2017) and one about invasive alien species (GRIIS; Pagad et al. 2022). All seven databases are based on checklists of regional (mostly country) scale. By applying the SInAS workflow, the terminologies, taxonomies, regional delineations, and event dates of the individual databases were standardised and the standardised databases were merged into the SInAS database. This version of the SInAS database contains 175,980 records of 39,191 alien taxa occurring in 264 non-overlapping regions worldwide. As the SInAS database is organised as a collection of checklists for regions, it can be directly used as input for the DASCO workflow.
Applying the DASCO workflow to the SInAS database required processing large amounts of occurrence data, which altogether took around four days, with the longest step being the cleaning of the GBIF data. The application of the DASCO workflow resulted in a total of 35,666,064 cleaned coordinate-based occurrence records of alien populations of 17,424 taxa (Fig. 2). The vast majority of records (99%) was obtained from GBIF, and only a comparatively small fraction stemmed from OBIS. Records of both databases are heavily biased towards Europe, North America, and Australia.

While checklists often provide comprehensive lists of taxa, more detailed information about the exact occurrences of populations is limited to a distinctly lower number of taxa. Consequently, while applying the workflow, the number of taxon-region combinations likely reduces due to the lower number of taxa in GBIF and OBIS and information gaps. Indeed, information about the occurrence of alien populations was only available for 17,424 alien taxa, which is 44% of the number of species as provided in the original database.

The application of the DASCO workflow may introduce new or intensify already existing geographic and taxonomic biases due to biases of data provided by the online platforms. Although the application of the workflow resulted in a drop in available records, the proportions of reduction are fairly constant across all large-scale regions.
with an average decline of 64% (Fig. 3), with the highest and lowest values reported for the Middle East & North Africa (84.1%) and Europe & Central Asia (57.6%), respectively. Overall, there is no indication that the application of the workflow increased the geographic bias, which is certainly inherent in the original databases. Comparing records of taxonomic groups revealed a stronger decline for insects, fishes, molluscs, crustaceans, and fungi, while the decline was lower for vascular plants.

Habitat information was obtained for 21,605 taxa (64% of the requested number of 33,587 taxa). The majority of habitat records were terrestrial (58%), followed by marine (13%), freshwater (9%), and brackish (2%) (Fig. 4). Years of first records were available for 42% of all taxon-region combination. Long-term trends of the number of new alien taxa per five years revealed a clear increasing trend of the rate of first records.
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until 2005, particularly for terrestrial and marine alien taxa, while rates for freshwater and brackish taxa saturated after ca. 1950 and slightly declined until today (Fig. 4).

The application of the DASCO workflow allowed the separation of checklists by habitats and the representation of alien taxon numbers for terrestrial regions (i.e., terrestrial + freshwater) and coastal marine regions (marine + brackish) (Fig. 5). For both terrestrial and marine regions, a geographic bias towards Europe, North America, and Australasia becomes apparent. The low numbers of available records, particularly for Africa, Central Asia, and many marine ecoregions, makes it difficult to identify any variation across regions and likely results from the lack of records in the used data sources.

Discussion

Checklists of alien taxa provide valuable and often comprehensive information about the invasion status of populations at regional levels, while online portals such as GBIF and OBIS provide tremendous amounts of data at higher spatial resolution. Here, we provide

Figure 4. Overview of obtained habitat information. Shown are the total number of taxa with obtained habitat information (left panel) and long-term trends of alien taxon numbers distinguished by habitats (right panel).

Figure 5. Map of the number of recorded alien taxa for terrestrial (freshwater + terrestrial) and marine (marine + brackish) taxa as obtained by the DASCO workflow.
a workflow to integrate the advantages of both sources by assigning the invasion status obtained from checklists to occurrence records obtained from online portals. The DASCO workflow allows downscaling regional checklists to coordinate-based occurrences, which can then be used to re-assign occurrences to any categorisation provided by the user. In this way, the information provided in checklists, which are bound to a fixed delineation, is made accessible for a range of different purposes, including the assessment of biological invasions at resolutions, deviating from the original checklists. By applying the DASCO workflow, downscaling and re-assignment is done in a standardised, reproducible, and transparent way and in full compliance with the FAIR data principles (Wilkinson et al. 2016).

Our case study of applying the DASCO workflow to the SInAS database of alien taxa checklists resulted in a comprehensive compilation of coordinate-based occurrence records of alien populations. However, the distribution of records is highly biased towards a few well-sampled regions such as Europe, North America, Australia, and New Zealand, while particularly countries in Africa except South Africa, and Central Asia are highly under-represented (Fig. 2). This bias is even more pronounced for records obtained from OBIS. Aggregating the records back to the original regional delineation revealed a global pattern of alien taxa occurrences, which is very similar to what has been published elsewhere (Dyer et al. 2017; Pyšek et al. 2017). This is not surprising as both representations are based on the same data, but show that the application of the DASCO workflow does not distort the original maps except that the total numbers of taxa are lower.

For marine ecoregions, comparable global maps of alien marine taxa do not exist. Bailey et al. (2020) published the most recent and comprehensive compilation of marine alien taxa, which, however, still covers only approximately half the world’s ecoregion at a coarser resolution than provided here. But the overall patterns are similar to our results, although distinctly higher numbers of marine alien taxa can be expected for most marine ecoregions except probably for European and North American coastal waters. Our case study highlights that downscaling and re-allocating alien species occurrences using the DASCO workflow could provide a promising way to form a basis for large-scale assessments of biological invasions for regions, which are not yet well covered in global analyses.

The DASCO workflow is limited in different ways, which should be taken into account. First of all, the output of the workflow highly depends on the information provided in online sources. As this information is often geographically and taxonomically biased (Fig. 2; Meyer et al. 2016; Rocha-Ortega et al. 2021), obtained records are likely biased as well, which, however, depends on the taxon and region considered. While for well-sampled regions and taxa, a reduction might be low, the loss of information might be very high for under-sampled cases such as microorganisms or Central Africa. In addition, provided records might be of low quality, including false or imprecise coordinates (Jin and Yang 2020), and thus obtained records should be handled with care (Zizka et al. 2019). This is particularly problematic at small geographic scales, where imprecise coordinates can make a big difference when, for example, it is unclear whether a taxon is found inside or outside a nature reserve. We included a number of tests to identify imprecise and wrong entries, but these likely do not remove all faulty
records. These errors became less influential at larger scales, and thus results from the application of the DASCO workflow should be treated more carefully with increasing spatial resolution of the analysis. Furthermore, as there is no single comprehensive source of habitat information for taxa, the habitat type could not be identified for many taxa, particularly aquatic ones. All of these limitations can only be solved by increasing the amount of information provided by online sources, which is an ongoing but long-lasting process. Additional software packages and workflows have been developed to identify and, to some degree, correct errors in spatial information (Mathew et al. 2014; Jin and Yang 2020), which could be applied in addition.

Another limitation of the workflow is that it currently cannot discriminate native from alien populations. Although the workflow can identify alien populations based on regional checklists, this does not automatically mean that all records not classified as being alien belong to native populations. It might be that some records refer to alien populations, which are not included in the regional checklists. It therefore remains unsafe to classify native populations using our workflow. Still, this can cause an increase in false positive records for species, which have both native and alien ranges within the same region. Such species might be considered as being alien in the regional checklist. In this case, the workflow would assign all records within the region the status of being alien, although some populations may in fact be native. This depends on the scale, at which the checklists are provided, and can only be avoided by using checklists at sub-national scale for large countries to distinguish e.g. federal states and islands.

The DASCO workflow has been designed in the context of biological invasions, but its use is not limited to this area, as coordinate-based occurrences of any kind of taxon checklist can be downscaled and re-allocated across varying delineations and realms. In addition, parts of the workflow could be applied in isolation. For example, obtaining and cleaning large amounts of GBIF records in a convenient and transparent way is likely of interest for many users for various purposes. As other potential applications, obtained records of alien taxa could be used to identify native populations, and the integration of habitat information could potentially be of interest for other research studies.

By using available and open workflows, such work becomes more efficient because work does not have to be repeated as it is often done right now in parallel projects. With the increase in the amount of data, developing and sharing workflows such as DASCO becomes more and more important to make unstructured data accessible in a reproducible and transparent way, which ultimately will increase trust in scientific outcomes (Franz and Sterner 2018).

**Data and code availability**

All necessary files for running the DASCO workflow, such as R scripts, the shapefile, and the marine-terrestrial region file, are available for public use at Github with version control (https://github.com/hseebens/DASCOworkflow) and releases are stored on Zenodo (https://doi.org/10.5281/zenodo.5841930). The SInAS database,
which represents the input data set for the case study, is available online (https://doi.org/10.5281/zenodo.5562892). The occurrence records, which are exported by the DASCO workflow for the case study, are provided online together with a list of identifiers of original GBIF downloads (https://doi.org/10.5281/zenodo.6458083).
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