Comparison between optical and electrical data on hole concentration in zinc-doped p-GaAs
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Abstract

The optical and electrical properties of zinc-doped Cz p-GaAs have been studied. Reflection spectra of ten p-GaAs specimens have been taken in the mid-IR region. Van der Pau galvanomagnetic, electrical resistivity and Hall coefficient measurements have been carried out for the same specimens (all the measurements were carried out at room temperature). The reflection spectra have been processed using the Kramers–Kronig relations, spectral dependences of the real and imaginary parts of the complex dielectric permeability have been calculated and loss function curves have been plotted. The loss function maximum position has been used to calculate the characteristic wavenumber corresponding to the high-frequency plasmon-phonon mode frequency. Theoretical calculations have been conducted and a calibration curve has been built up for determining heavy hole concentration in p-GaAs at \(T = 295\) K based on known characteristic wavenumber. Further matching of the optical and Hall data has been used for determining the light to heavy hole mobility ratio. This ratio proves to be in the 1.9–2.8 range which is far lower as compared with theoretical predictions in the assumption of the same scattering mechanism for light and heavy holes (at optical phonons). It has been hypothesized that the scattering mechanisms for light and heavy holes differ.
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1. Introduction

This paper is a continuation of our earlier works at Giredmet JSC aimed at developing a contactless non-destructive optical method of free carrier concentration measurement in heavily doped semiconductors. The basic principle of the method is as follows. A reflection spectrum is taken from the test specimen in the mid-IR region. The reflection spectrum is analyzed using the Kramers–Kronig relations in order to determine the characteristic wavenumber based on which the free carrier concentration (FCC) is calculated.

This approach has a number of advantages over the conventional Hall method: it does not require attaching contacts to the specimen and is streamlined and local (the probing area depends on the light spot dimensions). Furthermore, by moving the specimen relative to the light spot one can take reflection spectra at different points on the test specimen and thus to have an overview of the FCC distribution over its area.
The required calculations were made for $n$-InSb [1], $n$-GaAs [2], $n$-InAs [3] at $T = 295$ K. For the same specimens, galvanomagnetic measurements were carried out along with optical ones [2, 3], and the results yielded by different methods were compared. However, all these measurements were made for $n$-type conductivity materials.

In this work we attempted to apply the above described approach to a $p$-type conductivity material. We studied zinc-doped $p$-GaAs specimens. Since this material has two types of holes (light and heavy), the earlier approach required a substantial correction, and that is what this work deals with. All the measurements were carried out at room temperature.

The aim of the work was to build up a calibration curve for determining the heavy hole concentration in $p$-GaAs based on the characteristic wavenumber, carry out optical measurements, calculate the heavy hole concentration and compare the data with electrical measurement data obtained for the same specimens.

2. Specimens and methods

The test materials were zinc-doped single crystal Cz GaAs ingots. (100) oriented wafers were cut from the ingots perpendicular to the growth axis. The wafers were cut into specimens sized 6–10 with the thickness $d = 1–2$ mm. After cutting the flat specimen surfaces were mechanically ground and then chemomechanically polished.

The free carrier concentration was measured by analyzing the mid-IR region reflection spectra of the specimens $R(\nu)$ recorded with a Tensor-27 Fourier spectrometer in the $\nu = 340–2000$ cm$^{-1}$ wavenumber range with a 2 cm$^{-1}$ resolution. The light spot diameter was 4.5 mm. The reflection spectra were processed using the Kramers–Kronig relations in order to calculate the real $\varepsilon_1$ and imaginary $\varepsilon_2$ parts of the complex dielectric permeability $\varepsilon = \varepsilon_1 + i\varepsilon_2$ as a function of wavenumber and to plot the so-called loss function:

$$LF = \text{Im} \left( \frac{-1}{\varepsilon} \right) = \frac{-\varepsilon_2}{\varepsilon_1^2 + \varepsilon_2^2}. $$

This function has a typical bell-shaped pattern with its maximum corresponding to the characteristic wavenumber. Then this wavenumber was used for calculating the FCC with a special calculation formula taking into account the effect of plasmon-phonon interaction.

The optical data were compared with the electrical measurement results. $n$-type conductivity materials were studied in earlier works [2, 3], and the electron concentrations obtained with optical methods were matched with the Hall data. This approach, however, is not applicable for a $p$-type conductivity material since the presence of two types of holes does not allow their specific concentrations to be derived from Hall data (see below for details).

For electrical measurements the contacts were tin-soldered to the edges of specimen butt-ends. Two specimens were placed on a two-side holder one at each side, and the contact wires were soldered to the matching contact pads of the holder. The holder with the specimens was placed in the gap between the poles of an electric magnet core perpendicular to the magnetic field induction vector. The measurements were carried out using a standard four-probe setup (the Van der Pau method). The electrical resistivity was measured without magnetic field, and the Hall coefficient, in a $B = 0.5$ T field with a 200 mA current through the specimen.

3. Theoretical calculations

It is well-known (see e.g. overview [4]) that the valence band of GaAs contains two subbands degenerated at the point $\Gamma$ of the Brillouin zone (Fig. 1).

In other words, $p$-type conductivity GaAs contains two types of holes: light and heavy, and hence treatise of optical and electrical measurement data is much complicated as compared with an $n$-type material which contains only electrons. The plasma frequency $\omega_p$ formula for the case of two types of holes is as follows [5]:

$$\omega_p^2 = \frac{4\pi e^2}{\varepsilon_\infty} \left( \frac{p_h}{m_{h}} + \frac{p_l}{m_{l}} \right) = \frac{4\pi e^2 p_h}{\varepsilon_\infty m_{h}} \left( 1 + \frac{p_l m_{u}}{p_h m_{h}} \right).$$

Here $p_h$ and $p_l$ are the heavy and light hole concentrations, respectively, $m_{h}$ and $m_{l}$ are their effective optical masses, respectively, $\varepsilon_\infty$ is the high-frequency dielectric permeability, $e = 4.8 \cdot 10^{-10}$ CGS u. is the electron charge.

The concentrations of heavy and light holes obey the following relationship:

$$p_h = \frac{8\pi}{3h^3} \left( 2m_{h} kT \right)^{3/2} F_{3/2}(\eta);$$

$$p_l = \frac{8\pi}{3h^3} \left( 2m_{l} kT \right)^{3/2} F_{3/2}(\eta).$$

Here $h = 6.62 \cdot 10^{-27}$ erg $\cdot$ s is Planck’s constant, $k = 1.38 \cdot 10^{-16}$ erg/K is the Boltzmann constant (for $T = 295$ K, $kT = 25.4$ meV) and $F_{3/2}(\eta)$ is the one-parameter Fermi integral:

$$F_{3/2}(\eta) = \int_0^\infty \left( \frac{-\alpha}{\eta} \right)^{3/2} \frac{e^{\alpha x^2}}{x^{3/2}} dx,$$

where $\alpha(\eta) = [1 + \exp(x - \eta)]^{-1}$; $\eta = E/ kT$ is the reduced Fermi level (counted down from the valence band ceiling at the $\Gamma$-point).

It can be seen from Eqs. (2) and (3) that the heavy to light hole concentration ratio does not depend on the
reduced Fermi level and equals the heavy to light hole effective mass ratio to a power of $3/2$:

$$\frac{p_h}{p_l} = \left(\frac{m_{ph}}{m_{pl}}\right)^{3/2}.$$  \hspace{1cm} (5)

It should also be noted that since the heavy and light hole subbands have parabolic shapes and are isotropic, the effective masses of the density of states in Eqs. (2) and (3) equal the effective optical masses in Eq. (1).

Since gallium arsenide is a semiconductor with a substantial fraction of ionic bond, one should take into account the interaction between plasmon oscillations and longitudinal optical phonons (the so-called plasmon-phonon interaction).

In other words, the test material contains not purely plasma oscillations but some combined plasmon-phonon modes [7, 8]. The effect of plasmon-phonon interaction should also be taken into account in studies of the optical properties of other materials [9–14].

In the case in question, neglect of plasmon-phonon interaction can cause a tangible systematic error in FCC measurement.

To calculate the frequencies of the combined plasmon-phonon modes, we use the following relationship:

$$\varepsilon(\omega) = \varepsilon_\infty \left[ 1 - \left(\frac{\omega_{ph}}{\omega}\right)^2 \right] +$$

$$+ \left(\varepsilon_0 - \varepsilon_\infty\right) \left[ 1 - \frac{\varepsilon_0}{\varepsilon_\infty} \left(\frac{\omega}{\omega_{LO}}\right)^2 \right]^{-1},$$  \hspace{1cm} (6)

where $\varepsilon_0$ is the static dielectric permeability and $\omega_{LO}$ is the longitudinal optical phonon frequency. Equation (6) does not take into account the extinction of plasmons and longitudinal optical phonons and therefore the dielectric permeability is not a complex but a natural function of the frequency $\omega$. This approximation is very rough but it provides the desired result.

It is well-known that longitudinal oscillations (and that is what the combined plasmon-phonon modes are) can exist in a media only if its dielectric permeability falls down to zero. Bringing Eq. (6) to zero, solving the biquadratic equation for the frequency of the combined modes $\omega_-$ (the low-frequency one) and $\omega_+$ (the high-frequency
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\caption{GaAs band structure [4]}
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one) and transiting from frequencies \( \omega \) to wavenumbers \( \nu \) we obtain the following expression:

\[
\nu_{p}^{2} = \frac{1}{2} \left( \left( \nu_{p}^{2} + \nu_{LO}^{2} \right) \pm \sqrt{\left( \nu_{p}^{2} + \nu_{LO}^{2} \right)^{2} - 4 \frac{\varepsilon_{\infty}}{\varepsilon_{0}} \nu_{p}^{2} \nu_{LO}^{2}} \right).
\]  

(7)

We will hereinafter deal only with the high-frequency mode \( \nu_{p}^{+} \).

The calculation algorithm is as follows:

- set the value of \( \eta \) and calculate \( p_{h} \) and \( p_{l} \) using Eqs. (2) and (3);
- substitute the result into Eq. (1) and calculate \( \omega_{p} \);
- substitute the result into Eq. (7) and calculate \( \nu_{p}^{+} \);
- change the value of \( \eta \) and repeat the above operations;
- build up a calibration curve of heavy hole concentration as a function of characteristic wavenumber \( \nu_{p}^{+} = f(\nu_{p}) \).

The calculations were carried out with the following parameters borrowed from earlier review [4]: \( m_{p} = 0.51 m_{0} \), \( m_{l} = 0.082 m_{0} \), \( \varepsilon_{0} = 12.9 \), \( \varepsilon_{\infty} = 10.9 \); \( \nu_{LO} = 291 \) cm\(^{-1}\) (36.1 meV); \( m_{0} = 9.11 \times 10^{-28} \) g is the free electron mass. Then, in accordance with Eq. (5), the ratio \( p_{h}/p_{l} = 15.51 \). Thus, the second term in the right-hand side of Eq. (1) is 0.4014 and the value in parentheses is 1.4014.

Then Eqs. (2) and (3) take on as follows:

\[
p_{h} = 6.696 \cdot 10^{18} F_{3/2}(\eta);\]

(8)

\[
p_{l} = 4.322 \cdot 10^{17} F_{3/2}(\eta).
\]

(9)

Transiting to wavenumbers one can transform Eq. (1) as follows:

\[
\nu_{p} = 15.02 \cdot 10^{-8} \sqrt{p_{h}}.
\]

(10)

Table 1 summarizes the calculation data for heavy hole concentration and the wavenumbers corresponding to the plasma frequency \( \nu_{p} \) and the high-frequency plasmon-phonon mode frequency \( \nu_{p}^{+} \) for a reduced Fermi level of \(-1 \leq \eta \leq 3\).

As can be seen from Table 1, the difference between \( \nu_{p} \) and \( \nu_{p}^{+} \) for the same \( p_{h} \) is tangible for \( \eta = -1 \) and decreases with an increase in \( \eta \). Thus, the effect of plasmon-phonon interaction decreases with an increase in the hole concentration.

The data presented in Table 1 can be used for building up a calibration curve allowing one to calculate the heavy hole concentration \( p_{h} \) based on the experimentally measured characteristic wavenumber \( \nu_{p}^{+} \). This curve is shown in Fig. 2. It can be well described by a second-order polynomial:

\[
p_{h} = 3.937 \cdot 10^{13}(\nu_{p}^{+})^{2} + 7.635 \cdot 10^{15}(\nu_{p}^{+}) -
- 3.495 \cdot 10^{18}.
\]

(11)

If there are two types of holes the Hall coefficient \( R_{H} \) and the electrical resistivity \( \rho \) can be described with the following relationships:

\[
R_{H} = \frac{1}{e} \left( \frac{p_{l} \mu_{p}^{2} + p_{h} \mu_{p}^{2}}{p_{l} \mu_{p} + p_{h} \mu_{p}} \right)^{2};
\]

(12)

\[
\rho^{-1} = e \left( p_{l} \mu_{p} + p_{h} \mu_{p} \right).
\]

(13)
Introducing the dimensionless parameter equalling the light to heavy hole mobility ratio \( b = \mu_{ph}/\mu_{pl} \), one can transform Eqs. (12) and (13) as follows:

\[
R_H = \frac{1}{\epsilon \rho} \left( p_b^2 + p_h^2 \right) ;
\]
\[
\rho^{-1} = e\mu_{ph} \left( p_b + p_h \right) .
\]

Taking into account that \( p_h = 15.51 p_l \), we finally obtain:

\[
R_H = \frac{1}{\epsilon \rho} (1 + 0.06447 b^2) ;
\]
\[
\rho^{-1} = e\mu_{ph} p_h (1 + 0.06447 b) .
\]

Thus, having determined \( p_h \) from optical data using the calibration function as per Eq. (11) and knowing \( R_H \), one can use Eq. (16) to calculate the parameter \( b \) and then use Eq. (17) to calculate \( \mu_{ph} \) based on known \( \rho \). To the best of our knowledge, this approach is used for the first time.

4. Results and discussion

A typical room temperature reflection spectrum of zinc-doped \( p \)-GaAs specimens is shown in Fig. 3, \( a \) (Curve 1, Specimen 9, see Table 2). Also shown is the loss function whose \( y \) axis scale was increased 10-fold for the sake of visibility (Curve 2). To demonstrate the difference between the reflection spectra of the \( n \)- and \( p \)-type conductivity specimens, Fig. 3 \( b \) shows the reflection spectrum of an \( n \)-type GaAs specimen with the electron concentration \( n = 9.9 \cdot 10^{17} \text{cm}^{-3} \) (Curve 1) and the loss function for this spectrum (Curve 2, \( y \) axis scale is the same).

The minimum in the reflection spectrum of the \( p \)-type specimen (Fig. 3 \( a \), Curve 1) is far less pronounced than that of the \( n \)-type specimen (Fig. 3 \( b \), Curve 1). Thus, the loss function curve for the \( p \)-type specimen (Fig. 3 \( a \), Curve 2) is far more smeared than that for the \( n \)-type specimen (Fig. 3 \( b \), Curve 2). Note that the loss function minima for both specimens are shifted relative to the reflection spectrum minima towards smaller wavenumbers.

Reflection spectrum pattern is known to depend on reflecting surface treatment quality. We specially studied
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**Figure 3.** (1) reflection spectra and (2) loss function curves for (\( a \)) \( p \)-type and (\( b \)) \( n \)-type GaAs specimens.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>( d ) (mm)</th>
<th>( \rho ) (Ohm \cdot cm)</th>
<th>( R_H ) (cm(^3)/Cl)</th>
<th>( v_\pi ) (cm(^{-1}))</th>
<th>( p_h ) (10(^{18}) cm(^{-3}))</th>
<th>( b )</th>
<th>( \mu_{ph} ) (cm(^2)/(V \cdot s))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.87</td>
<td>0.015</td>
<td>+1.5</td>
<td>359</td>
<td>4.32</td>
<td>2.5</td>
<td>90</td>
</tr>
<tr>
<td>2</td>
<td>1.66</td>
<td>0.013</td>
<td>+1.4</td>
<td>374</td>
<td>4.87</td>
<td>2.8</td>
<td>80</td>
</tr>
<tr>
<td>3</td>
<td>1.36</td>
<td>0.012</td>
<td>+1.12</td>
<td>395</td>
<td>5.66</td>
<td>2.7</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>1.33</td>
<td>0.010</td>
<td>+0.91</td>
<td>420</td>
<td>6.66</td>
<td>1.9</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>1.09</td>
<td>0.010</td>
<td>+0.93</td>
<td>429</td>
<td>7.03</td>
<td>2.5</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>1.55</td>
<td>0.0090</td>
<td>+0.80</td>
<td>444</td>
<td>7.66</td>
<td>1.9</td>
<td>80</td>
</tr>
<tr>
<td>7</td>
<td>1.64</td>
<td>0.0091</td>
<td>+0.80</td>
<td>456</td>
<td>8.17</td>
<td>2.5</td>
<td>70</td>
</tr>
<tr>
<td>8</td>
<td>1.72</td>
<td>0.0080</td>
<td>+0.66</td>
<td>488</td>
<td>9.61</td>
<td>2.3</td>
<td>70</td>
</tr>
<tr>
<td>9</td>
<td>1.28</td>
<td>0.0063</td>
<td>+0.50</td>
<td>551</td>
<td>12.7</td>
<td>2.2</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>1.36</td>
<td>0.0056</td>
<td>+0.39</td>
<td>615</td>
<td>16.1</td>
<td>2.3</td>
<td>60</td>
</tr>
</tbody>
</table>
earlier [3] how surface roughness affects the spectral function $R(\nu)$ of $n$-InAs specimens. We first took reflection spectra from a polished surface and then treated the reflecting surfaces with a 10 $\mu$m grinding powder to make them matt. The study showed that the reflection spectrum minimum became less pronounced after grinding and the loss function curve was broadened while decreasing in magnitude.

However this explanation is not applicable to the case considered since the reflecting surfaces of the $n$- and $p$-type GaAs specimens were similar. It is safe to assume that the difference between the reflection spectra in Fig. 3a and b originates from the fact that plasma oscillation extinction is far stronger in the $p$-type specimen than in the $n$-type one. To confirm or refute this assumption one should make a more profound analysis of these reflection spectra and calculate the parameter that controls plasmon oscillation extinction. This requires a special study and is beyond the scope of this work.

We will now dwell upon the experimental results. Table 2 shows electrical and optical measurement data and calculated $b$ and $\mu_p$ parameters. The specimens are arranged in order of increasing $\nu$, and hence increasing $p$.

The random relative errors of the parameters measured with the confidence probability $P = 0.95$ are not greater than (according to earlier special metrological studies):

- $\pm 3\%$ for the electrical resistivity;
- $\pm 6\%$ for the Hall coefficient;
- $\pm 0.6\%$ for the characteristic wavenumber (depends on spectrometer resolution, i.e., 2 cm$^{-1}$, thus $p$ will have the same relative error).

The absolute random error of specimen thickness measurement is half of the measurement head scale unit (0.005 mm).

As for the relative random error of the $b$ parameter, it can be evaluated by calculation. Expressing $b$ from Eq. (16) and assuming that this parameter is a random function of two independent variables ($R_{11}$ and $p_\lambda$), then, knowing the relative random errors of these parameters one can calculate the relative random error of the $b$ parameter which proves to be not greater than $\pm 15\%$ (this is an overestimate). By analogy, using Eq. (17) one can find the relative random error of $\mu_p$ to be not greater than $\pm 20\%$.

It can be seen from Table 2 that the $b$ parameter is in the 1.9–2.8 range and there is no relation between the heavy hole concentration and the $b$ parameter. Thus, we can state that according to our data the light to heavy hole mobility ratio proves to be quite smaller than the earlier reported values. This unexpected result requires special discussion.

The classical book by O. Madelung [15] with a reference to a work by H. Ehrenreich [16] states that scattering at optical phonons (it is accepted that this scattering type is predominant in the material in question near room temperature) cannot be described with the free carrier relaxation time by quasi-momentum. In this case the carrier mobility proves to be inversely proportional to its effective mass to a power of 3/2: $\mu \sim m^{-3/2}$. Since it is admitted that the scattering mechanisms is the same for the light and heavy holes (scattering at optical phonons), the carrier mobility ratio should be inversely proportional to the effective carrier mass ratio to a power of 3.2, i.e.,

$$b = \left(\frac{\mu_p}{\mu_l}\right)^{3/2} = 15.51$$

(see above). However, our data show that $1.9 \leq b \leq 2.8$ (see Table 2).

Noteworthy, earlier works on the electrical properties of $p$-GaAs (see e.g. [17, 18]) did not take into account the second valence subband which is obviously incorrect.

The same is true for some later works [19–22] where the authors did not even mention the light hole subband. Interestingly, some of these authors [19, 20] initially ignored the second valence subband but later on attempted to do that [23, 24], referring to theoretical results presented in another work [25].

The authors of that work [25] attempted to take into account the effect of the light hole subband by introducing some “effective Hall factor” which is a fitting parameter that may significantly differ from unity. This parameter is determined by fitting theoretical data to experimental temperature functions of Hall coefficient and electrical resistivity. Similar calculations were carried out [26] for GaSb the valence band of which also consists of two subbands.

It was also approved [27] that the abovementioned “effective Hall factor” may vary in the 1.9–4.7 range, other researchers [28] reported a range of 1.2–2.2, and the value 2.66 was reported elsewhere [25]. This latter estimate was used [23, 24] for analysis of Hall measurement results for manganese-doped epitaxial gallium arsenide layers.

The introduction of the “effective Hall factor” formally simplifies experimental data processing, but the physical sense of this parameter remains unclear. As for the $b$ parameter, it is generally out of research interest, it being $a$ priori assumed that this parameter is the inverse efficient carrier mass ratio to a power of 3/2 (see above). Then the $b$ parameter should be 8.57 based on earlier data [25], and 15.51 judging from our results (see above).

Our results confront the literary accepted model according to which light and heavy holes are scattered similarly (at optical phonons). Since the $b$ parameter proved to be 5–6 times smaller than expected, it has to be admitted that the accepted model does not work. In other words, light and the heavy holes should are scattered in different ways. The available data do not allow to judge on how they scattered, and this is to be investigated in separate work.

5. Conclusion

The plasmon scattering frequency and high-frequency combined plasmon-phonon mode frequency were theoretically calculated as a function of heavy hole concentration for $p$-GaAs at $T = 295$ K. A calibration curve for
heavy hole concentration as a function of characteristic wavenumber \( \nu \), was built up (described by a second-order polynomial).

The room temperature reflection spectra of 10 zinc-doped \( p \)-GaAs specimens were studied. The spectral dependences of the real and imaginary parts of the complex dielectric permeability were calculated using the Kramers–Kronig relations, and the loss function was built up. The characteristic wavenumbers were determined from the positions of the loss function maxima, and the heavy hole concentrations were found from the calculated-calibration curve.
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